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Wind power is the most reliable and developed renewable energy source. The 

share of wind power with respect to total installed power capacity is increasing 

worldwide. The Doubly Fed Induction Generator (DFIG) based wind turbine with 

variable-speed variable-pitch control scheme is the most popular wind power generator in 

the wind power industry. This machine can be operated either in grid connected or 

standalone mode. A thorough understanding of the modeling, control, and dynamic as 

well as the steady state analysis of this machine in both operation modes is necessary to 

optimally extract the power from the wind and accurately predict its performance.  

 

In this thesis, a detailed electromechanical model of a DFIG-based wind turbine 

connected to power grid as well as autonomously operated wind turbine system with 

integrated battery energy storage is developed in the Matlab/Simulink environment and 

its corresponding generator and turbine control structure is implemented. A thorough 

explanation of this control structure as well as the steady state behaviour of the overall 

wind turbine system is presented. The steady state reactive power capability of the DFIG 

is studied. 

 

Typically, most of the wind turbines are located at remote places or offshore 

where the power grid is usually long and weak characterized by under voltage condition. 

Because of the limited reactive power capability, DFIG cannot always supply required 

reactive power; as a result, its terminal voltage fluctuates. Hence, a voltage regulation 

device is required for the secure operation of the overall wind turbine together with 

power grid during normal operation as well as disturbances in the grid. Flexible ac 

transmission system (FACTS) devices, through their fast, flexible, and effective control 

capability, provide solution to this challenge. Therefore, this thesis examines the use of 

Static Synchronous Compensator (STATCOM) at the Point of Common Coupling (PCC) 

to regulate terminal voltage of the DFIG wind turbine system. The series compensation in 

the transmission line to improve steady state voltage and enhance power carrying 

capability of the line is also examined. Simulation results verify the effectiveness of the 

proposed system for steady state as well as dynamic voltage regulation. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction to Wind Energy Conversion System 

Wind Energy Conversion System (WECS) is the overall system for converting 

wind energy into useful mechanical energy that can be used to power an electrical 

generator for generating electricity. The WECS basically consists of three types of 

components: aerodynamics, mechanical, and electrical as shown in Figure 1.1 [1]. 

1.1.1 Wind Turbines 

I. VAWT/HAWT 

From the physical setup viewpoint, there are horizontal axis wind turbines 

(HAWT) and vertical axis wind turbines (VAWT) [2]. Initially, vertical axis designs were 

considered due to their expected advantages of omni-directionality (hence do not need  

 

Figure 1.1 Block Diagram showing the components of WECS connected to grid [1] 

(dashed item is architecture dependent) 
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Figure 1.2 Examples of HAWT (a) and VAWT (b, c and d) [2] 

 

yaw-system) and having gears and generating equipments at the tower base. However, 

the following disadvantages caused the VAWT to have a diminished presence in the 

commercial market: 

 Reduced aerodynamic efficiency: much of the blade surface is close to the axis. 

 Housing usually at ground level so it is not feasible to have the gearbox of large 

VAWT at ground level because of the weight and cost of the transmission shaft. 

In HAWT, the wind turbine blades rotate about an axis parallel to the ground and 

wind flow. Almost all the larger turbines employed in modern wind farms are HAWT 

because they are more suitable for harnessing more wind energy. However, HAWT are 

subjected to reversing gravitational loads (structural load is reversed when the blade goes 

from upwards to downwards position) which impose a limit on the size of such turbines 
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[2]. The rotation of both HAWT and VAWT can be powered primarily by lift or drag 

force depending on the design of the blade as shown in Figure 1.2. 

II. Variable-speed, Pitch-regulated Wind Turbine 

A variable speed wind turbine can incorporate a pitch regulation feature that 

involves turning the blades about their lengthwise axes (pitching the blades) to regulate 

the power extracted by the rotor. 

Advantages: 

 Turbine can operate at ideal tip-speed ratios over a larger range of wind speeds so 

as to capture maximum energy from wind. 

 Ability to supply power at a constant voltage and frequency while the rotor speed 

varies. 

 Control of the active and reactive power. 

Disadvantages: 

 Generates variable frequency current/voltage so needs power electronic converter.  

III. Fixed-speed, Stall-regulated Wind Turbine 

When the wind speed increases, the blades become increasingly stalled to limit 

power to acceptable levels without any additional active control hence the rotor speed is 

held essentially constant. 

Advantage: 

 Simple and robust construction, hence lower capital cost. 

Disadvantages: 

 Cannot extract optimum energy from wind. 
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 Do not have the capability of independent control of active and reactive power. 

 Generates more mechanical stress on gearbox during variable wind speed. 

The modern wind turbine industry is shifting towards variable speed because of 

their better overall performance. They take full advantage of variations in the wind speed; 

encounter lower mechanical stress and less power fluctuations and provide 10 - 15% 

higher energy output compared with constant speed operation [3]. 

Number of Blades: 

To extract maximum possible amount of wind energy from wind, the blades should 

interact as much as possible with the wind blowing within swept area. Theoritically, more 

the number of blades a wind turbine has, the more efficient it should be. But in reality, 

when the number of blades increases; there will be more interference within blades. As a 

result, it is more likely that blade will pass through the disturbed weaker windflow 

region. From a structural stability viewpoint, the number of blades of HAWT should be 

odd and greater or equal to 3, in which case the dynamic properties of the turbine rotor 

are similar to those of a disc [4]. Hence most of the commercially available modern wind 

turbines are three-bladed. 

Betz Limit: 

Betz law says that we can only convert less than 16/27
 
(or 59.3%) of the kinetic 

energy in the wind to mechanical energy using a wind turbine [4]. It is because the wind 

after passing through wind turbine still has some velocity. Within the turbine, most of the 

energy is converted into useful electrical energy, while some of it is lost in gearbox, 

bearings, generator, power converter, transmission and others [4]. Most practical rotors 

with three blades can reach an overall efficiency of about 50%. 



5 

 

1.1.2 Components of Wind Turbines 

The major components of a wind turbine system are shown in Figure 1.3 (drawing 

not to scale). The turbine is formed by the blades, the rotor hub and the connecting 

components. The drive train is formed by the turbine rotating mass, low-speed shaft, 

gearbox, high-speed shaft, and generator rotating mass. It transfers turbine mechanical 

output power up to the generator rotor where it is converted to electrical power. The wind 

strikes the rotor on the horizontal-axis turbine, causing it to spin. The low-speed shaft 

transfers energy to the gear box, which steps up in speed and rotates the high speed shaft. 

The high speed shaft causes the generator to spin, hence generating electricity. The yaw 

system is used to turn the nacelle so that the rotor faces into the wind. The low speed 

 

Figure 1.3 HAWT showing mechanical, electrical, and control components [5] 
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Shaft contains pipes for the hydraulics system that operates the aerodynamic brake [4]. 

The high speed shaft is equipped with an emergency mechanical brake which is used in 

case of failure of the aerodynamic brake [4]. 

The generator converts mechanical power of wind into electrical power. Usually 

the generator produces power at low voltage and the transformer steps up the generator 

output voltage to connected grid voltage. The transformer may be placed at the bottom of 

the tower [4] or in the nacelle for losses minimization [2]. 

Other components of wind turbine system are the anemometer to measure wind 

speed and a wind vane which measure the wind direction. Wind speed information is 

used to determine when the wind speed is sufficient to start up the turbine and when, due 

to high winds, the turbine must be shut down for safety whereas wind direction 

measurement is used by the yaw-control mechanism which helps in orienting the rotor to 

the wind direction [5]. Electric fans and oil coolers are used to cool the gearbox and 

generator. 

1.1.3 Operating Region of the Wind Turbine 

The operating region of a variable-speed variable-pitch wind turbine can be 

illustrated by their power curve, which gives the estimated power output as function of 

wind speed as shown in Figure 1.4. Three distinct wind speed points can be noticed in 

this power curve: 

 Cut-in wind speed: The lowest wind speed at which wind turbine starts to generate 

power. 
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Figure 1.4 Power curve of a variable speed wind turbine 

 

 Rated wind speed: Wind speed at which the wind turbine generates the rated power, 

which is usually the maximum power wind turbine can produce. 

 Cut-out wind speed: Wind speed at which the turbine ceases power generation and 

is shut down (with automatic brakes and/or blade pitching) to protect the turbine 

from mechanical damage [2]. 

1.1.4 Control of Wind Turbine System 

With the increase in wind turbine size and power, its control system plays a major 

role to operate it in safe region and also to improve energy conversion efficiency and 

output power quality. The main objectives of a wind turbine control system are [6]: 

 Energy capture: The wind turbine is operated to extract the maximum amount of 

wind energy considering the safety limits like rated power, rated speed. 
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(b) Full Scale Converter Generator 

(a) Doubly Fed Induction Generator (c) Squirrel Cage Induction Generator
 

Figure 1.5 Electrical generators used in commercial wind turbines 

 Power quality: Conditioning the generated power with grid interconnection 

standards. 

The various control techniques used in wind turbines are pitch control, yaw 

control and stall control. But in the modern variable speed-variable pitch wind turbines, 

pitch control is the most popular control scheme [7]. In this control scheme, the 

horizontal axis wind turbine blades are rotated around its tower to orient the turbine 

blades in upwind or down wind direction. 

1.1.5 Wind Turbine Generators 

Wind Turbine Generators in the current market can be classified into three types 

according to their operation speed and the size of the associated converters as below: 

 Fixed Speed Wind Turbine (FSWT) 

 Variable Speed Wind Turbine (VSWT) with: 

 Partial Scale Frequency Converter Wind Turbine (PSFCWT) 

 Full Scale Frequency Converter Wind Turbine (FSFCWT) 
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Variable-speed variable-pitch wind turbines utilizing DFIG, also called PSFCWT, 

are the most popular in the wind power industry especially for multi-megawatt wind 

turbine generators [8]. The DFIG consists of a wound rotor induction generator with the 

stator side connected directly to the constant frequency three-phase grid and the rotor 

windings connected to grid through a bidirectional back-to-back ac/dc/ac IGBT voltage 

source converter as shown in Figure 1.5 (a). Its output power can be controlled via pitch 

control as well as back to back converter control.  

The term „Doubly Fed‟ refers to the fact that the voltage on the stator is applied 

from the grid and the voltage on the rotor is induced by the power converter. This system 

allows a variable-speed operation over a large, but restricted, range [9]. The converter 

compensates the difference between the mechanical and electrical frequencies by 

injecting a rotor current with a variable frequency [9]. Hence, the operation and behavior 

of the DFIG is governed by the power converter and its controllers. 

Table 1.1 Summary of features of FSWT and FSFCWT generators [6]: 

 FSWT FSFCWT 

Structure Figure 1.5(c) Figure 1.5(b) 

Machines Squirrel Cage Induction Generator Permanent Magnet Synchronous 

Generator 

 

Merits 

 Simple construction 

 Low cost 

 Low maintenance 

 Complete control of active and 

reactive powers 

 High efficiency 

 

Demerits 

 No control on real/reactive power 

 Less efficiency 

 Poor power factor 

 High mechanical stress on turbine  

 Additional cost of power 

electronics 

 Limited fault ride through 

capability 
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The power converter consists of two converters, the Rotor Side Converter (RSC) 

and the Grid Side Converter (GSC), which are controlled independently of each other. 

The RSC controls the active and reactive power by controlling the rotor current 

components, while the GSC controls the DC link voltage and DFIG terminal voltage or 

power factor of the overall DFIG system by controlling amount of reactive power 

exchanged with the power grid. 

Stator side always feeds active power to the grid whereas active power is fed into 

or out of the rotor depending on the operating condition of the drive. In super-

synchronous speed, power flows from the rotor via the converter to the grid, whereas it 

flows in the opposite direction in sub-synchronous speed of the drive.  

Advantages of DFIG wind turbine system: 

 It has ability to control reactive power and decouple control of active and reactive 

power by independently controlling the rotor excitation current. So power factor 

control can be implemented in this system [10]. 

 DFIG is wound rotor induction machine which is simple in construction and cheaper 

than the synchronous machine. In DFIG, converter rating is typically 25-30 % of 

total system power which results: reduced converter cost, less harmonics injection to 

the connected grid and improved overall efficiency (approx. 2-3% more than full 

scale frequency converter) of the wind turbine system [10]. 

 In the case of a weak grid, where the voltage may fluctuate, the DFIG can produce or 

absorb an amount of reactive power to or from the grid within its capacity, to 

regulate the terminal voltage. 

 High energy conversion efficiency. 
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 Smaller power rated DFIG can be used with higher power rated wind turbine. 

Disadvantages of DFIG wind turbine system: 

 Inevitable need of slip rings and gear box which requires frequent maintenance [9]. 

 Limited reactive power capability [8] and fault ride through capability [6]. 

1.2 Motivation of the Research 

Wind power is the most reliable and developed renewable energy source over past 

decades. The increased awareness of people towards renewable energy, support from 

governmental institution, and rapid advancement in the power electronics industry, which 

is the core of wind power systems, are the most contributing factors for the development 

of wind power systems. As a result, the share of wind power with respect to total installed 

power capacity is increasing worldwide. The WECS utilizing variable-speed variable-

pitch wind turbine with DFIG is the most popular in the wind power industry especially 

for multi-megawatt size. The beauty of the DFIG-based WECS is its efficient power 

conversion capability at variable wind speed with reduced mechanical stress and low 

price because of partial size rated power converters needed to achieve the full control of 

the machine. These favorable technical and economical characteristics have encouraged 

the commercialization of this wind turbine in the modern wind power industry quickly. 

Unfortunately, these kinds of wind turbines have limited reactive power capability and 

are typically connected at remote areas and offshore mainly because of favourable wind 

condition, noise pollution, physical dimension and impact on the scenery. These areas 

usually have electrically weak power grids characterized by low short circuit ratios and 

under-voltage conditions. 
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Hence, to assist its further integration into the modern power system, it is 

therefore important to assess its dynamical behavior, steady state performance, and 

impacts on the interconnected power network with regard to its reactive power capability 

and voltage control. The voltage at the particular bus in the power system is a local 

quantity. It is very difficult or even impossible to regulate the node voltage at the remote 

location using conventional power stations located elsewhere in the grid. So, a local 

reactive power source is needed. With the fast advancement in power electronics 

technology, FACTS devices having excellent dynamic response are technically and 

economically feasible in power system application. Therefore, in this study, reactive 

power compensation using the STATCOM at the PCC is studied to enhance the reactive 

power capability and voltage controllability of the DFIG wind turbine system for 

improving dynamic and steady state stability of the wind turbine system as well as the 

interconnected weak power system.  

Additionally, series compensation of transmission line helps in steady state 

voltage regulation and enhances the transmission line power carrying capability. 

Moreover, off grid applications of the DFIG-based WECS is very important to supply 

power to the remote places where there is no grid supply. This operation mode involves 

standalone operation of DFIG-based WECS. Standalone operation of grid connected 

DFIG system is also needed in case of failure of the main supply due to breaking of the 

transmission line or permanent short circuit in the grid to supply part of an isolated load. 

This increases the reliability of the power supply system. Hence, this thesis is motivated 

at contributing to the better understanding of the DFIG-based WECS and its interaction 

with the STATCOM as well as series compensated line in regard to those aspects. 
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1.3 Objectives of the Thesis 

The main objective of this thesis is to develop a dynamic model and analyze the 

steady state performance of the grid connected DFIG-based WECS. Moreover, to assess 

the integration of this kind of wind turbine into a particularly weak power system, it is 

important to study its steady state reactive power capability and voltage controllability. 

The DFIG wind turbine system has limited reactive power capability so an additional 

reactive power source is needed to meet the power factor requirement and to secure the 

voltage regulation in the system during all the operation time including periods with 

transient disturbances in the connected grid. STATCOM has better dynamic reactive 

power capabilities than other FACTS devices so it is used as an additional dynamic 

reactive power source in this study. Hence, modeling and control of STATCOM is the 

another objective of this thesis. Series compensated line provides steady state voltage 

regulation and enhances the power transferring capability of the line. Modelling and 

analysis of the DFIG wind turbine interfaced with series compensated line is another 

objective of this thesis. Standalone operation of the DFIG system is required: 1) to supply 

off grid loads in remote area and 2) to supply local loads connected to grid in case of 

failure of the main supply. Standalone operation of the DFIG system needs more complex 

control system development. Modeling and control of the autonomous operation of the 

DFIG system with integrated battery energy storage system is also an objective of this 

thesis. 
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1.4 Methodology 

The following methodology has been adopted in order to carry out the research 

work: 

 The complete modeling and control of DFIG-based WECS connected to power grid 

is done so that its behavior and interaction with the power grid during transient and 

steady state conditions can be determined. 

 The steady state reactive power capability of the DFIG wind turbine system is 

derived to understand when the DFIG needs additional reactive power in the steady 

state to maintain the desired power factor. 

 The complete modeling and control of STATCOM connected to power grid is 

developed to know its interaction with the DFIG wind turbine system during 

transient and steady state conditions. Based on the necessary reactive power to meet 

the power factor requirement, the maximum MVA rating of STATCOM is 

calculated. 

 Complete model of the DFIG-based wind turbine interfaced with series 

compensated line is built to study the effect of series compensation on voltage 

regulation of this wind turbine and power transferring capability of the line. 

 The model of the autonomously operated DFIG-based WECS connected with a 

integrated battery energy storage system is developed and its control is 

implemented in Matlab/Simulink to study its transient and steady state 

characteristics. 
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1.5 Organization of the Thesis 

This thesis is organized into eight chapters. Chapter 1 gives the introduction of the 

DFIG-based WECS and the motivation and objectives of the thesis. Chapter 2 provides a 

literature review for modeling and control of the DFIG-based WECS connected to power 

grid, steady state reactive power capability of the DFIG, and grid code requirements for 

connecting wind turbines to power grid. Moreover, Chapter 2 also presents the literature 

review for necessity of additional reactive power source in the DFIG-based wind turbine 

system, modeling and control of the STATCOM, and control and operation of 

autonomously operated DFIG-based wind turbine system. Chapter 3 describes the 

modeling and control of the grid connected DFIG system, different operation modes of 

variable-speed variable-pitch wind turbine system and controllers design for the DFIG-

based WECS. In Chapter 4, steady state characteristics of the DFIG-based WECS and its 

steady state control settings are discussed. The steady state reactive power capability of 

the DFIG is derived and steps of drawing PQ diagram of overall DFIG and STATCOM 

to meet the power factor requirement is presented through the flowchart. In Chapter 5, 

modeling and controller design of STATCOM is discussed along with dynamic and 

steady state voltage regulation in the DFIG wind turbine system using STATCOM. 

Chapter 6 presents the modeling and analysis of a DFIG wind turbine connected to power 

grid through series compensated line. Chapter 7 illustrates the modeling, controller 

design, operation, and analysis of the autonomously operated DFIG-based WECS with 

integrated battery energy storage. Finally, in Chapter 8, a summary of research 

99contributions and extensions for future work are presented. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction 

This chapter presents the relevant literature review done to carry out this research 

work. Section 2.2 gives a survey and comparison of various approaches for the DFIG 

wind turbine system dynamic modeling. In Section 2.3, a literature survey related to 

steady state analysis and reactive power capability of the DFIG system are presented. 

Section 2.4 describes the work done on the voltage regulation in the DFIG wind turbine 

system using STATCOM. The interaction of the DFIG wind turbine system with the 

series compensated line is discussed in Section 2.5. Finally, in Section 2.6, existing 

methods of control for the autonomous operation of the DFIG wind turbine system with 

integrated energy storage is discussed. 

2.2 Dynamic Modeling and Control of the DFIG System 

Global concern about the environmental pollution and continuously increasing 

energy demand has led to the growing interest in innovative technologies for generation 

of clean and renewable electrical energy. Among a variety of renewable energy sources, 

wind power is the most rapidly growing one in the power industry. 
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The traditional wind turbine generator (WTG) systems employ squirrel-cage 

induction generators (SCIGs) to generate wind power. These WTGs have no speed 

control capability and cannot provide voltage or frequency support when connected to the 

power grid [11]. During the past decade, the concept of a variable-speed wind turbine 

driving a doubly fed induction generator (DFIG) has received increasing attention 

because of its noticeable advantages over other WTG systems [12]-[15]. Most existing 

wind farms and those in planning employ this type of WTGs. Compared to the fixed-

speed SCIG wind turbines, the DFIG wind turbines can provide decoupled active and 

reactive power control of the generator, more efficient energy production, improved 

power quality and improved dynamic performance [8-10]. All of those above mentioned 

advantages of the DFIG are possible because of the control scheme that can be 

implemented in the back-to-back converters of the DFIG. Hence, the method of 

controlling this back-to-back converter plays a significant role in achieving better 

performance of the DFIG system. Different types of the modeling and control schemes 

for the DFIG system can be found in the literatures which are discussed here. 

The Doubly Fed Induction Machine using an ac/dc/ac converter in the rotor circuit 

(Schrebius drive) has long been a standard drive option for high power applications 

involving a limited speed range. The power converters only need to handle the rotor side 

power. In 1980, Leonhard explains the vector control technique used for the independent 

control of torque and excitation current [16]. The converter design and control technique 

are well explained in [17]. Pena, Clare and Asher [18] gave a detailed design of the DFIG 

using back-to-back PWM voltage source converters in the rotor circuit and they also 

validated the system experimentally considering a grid connected system.  
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Energy extraction from a DFIG wind turbine depends not only on the induction 

generator but also on the control strategies developed using different orientation frames. 

The DFIG usually operates in vector control mode based on the PI controllers in a 

synchronous reference frame either to the stator-flux-oriented (SFO) or stator-voltage-

oriented (SVO) frames. The DFIG with PI controllers and its performance under normal 

operation conditions has been discussed in a number of publications [19-23]. It is well 

known that the DFIG performance with PI controllers is excellent in normal grid 

conditions, allowing independent control of the grid active and reactive power [24, 25]. 

In [26, 27], the SFO frame is used to develop the DFIG wind power extraction 

mechanisms. Another approach, for example, direct-power-control strategies for DFIG 

wind turbines using the SFO frame [28], has also been proposed recently. Although, the 

SVO frame is normally not used in a DFIG design, [29] and [30] report special 

approaches to improve DFIG stability under unbalanced conditions using the SVO frame. 

In [29], a DFIG system model in the positive and negative synchronous reference frames 

is presented to enhance the stability of the DFIG under unbalanced voltage supply. In 

[30], it is shown that a DFIG control strategy can enhance the standard speed and reactive 

power control with controllers that can compensate for the problems caused by an 

unbalanced grid by balancing the stator currents and eliminating torque and reactive 

power pulsations. In [31], a rotor position Phase-Locked Loop (PLL) is used which 

acquires the rotor position and rotor speed simultaneously for the implementation of the 

decoupled P-Q control in the DFIG. The rotor position PLL is designed to operate 

without the knowledge of any parameter of the DFIG except the magnetization reactance. 

In [32], comparison between SFO and SVO reference frames is done and it is shown that 
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the performance of DFIG wind power extraction is similar to using both SVO and SFO 

frames. But, it is found that a conventional wind power extraction approach using the 

SFO frame could deteriorate the power quality of the DFIG system while it is more stable 

to estimate the position of the stator-flux space vector by simply adding -90 degree to the 

stator-voltage space vector [32]. 

Hence, in this thesis, the variable-speed, variable-pitch wind turbine is designed to 

operate in maximum power point operation mode at low and medium wind speeds and in 

pitch control mode at higher wind speed. The vector control technique using SVO 

reference frame is used to get de-coupled control of active and reactive power from the 

DFIG based wind turbine. The PI controller design for Rotor Side Converter and Grid 

Side Converter is presented clearly. 

2.3 Real and Reactive Power Capability of the DFIG  

With the increased penetration level of wind power in the power system, grid 

utilities want wind turbine generator system to behave like a conventional synchronous 

generator in terms of real and reactive power settings [33]. In other words, wind turbines 

have to contribute not only to active power generation but also to the reactive power. 

Hence, wind turbines should have extended reactive power capability not only during 

voltage dips but also in steady state operation [8]. Although, the DFIG wind turbines are 

able to control active and reactive power independently of one another by virtue of 

ac/dc/ac power electronic converter present on it, the reactive power capability of those 

generators depend on the active power generated, the slip and the limitation due to 
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following design parameters: 1) rotor voltage, 2) stator current and 3) rotor current [34, 

35]. The grid side inverter reactive power capability can be taken into consideration, but 

in commercial system, this converter usually works with unity power factor, i.e. zero 

reactive power, so the total reactive power capability of the generator is equal to the 

stator reactive power capability [34, 35]. 

Therefore, in this thesis, the steady state operation of the DFIG wind turbine system 

is described clearly through the characteristic curves. The steady state active power flow 

in the stator and rotor side is presented for sub-synchronous and super-synchronous 

operation modes of the DFIG. The reactive power capability of the DFIG is studied 

through the P-Q diagram. The reactive power capability is obtained for maximum power 

point operation mode and is extended to the pitch control operation mode of the DFIG as 

well which is not found in the literature. The reactive power capability curve of the 

overall DFIG with the STATCOM connected at the PCC is derived to meet the steady 

state power factor requirement.  

2.4 Voltage Regulation in the DFIG Wind Turbine System Using STATCOM at 

PCC 

The reactive power capability of the DFIG system is limited [8, 34 and 35]. 

Typically most large size wind turbines are usually installed at remote places or offshore 

because of their dimension and impact on the scenery [36]. Those areas usually have 

electrically weak power grids characterized by low short circuit ratios and under-voltage 

conditions [37], which means, they require special consideration in connecting those 

wind turbines to the grid [38]. In such grid conditions and during a grid side disturbance, 
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the DFIGs may not be able to provide sufficient reactive power support. Without any 

external dynamic reactive compensation, there can be a risk of voltage instability in the 

power grid [12]. The aerodynamic behaviour of wind turbine causes its output voltage 

fluctuation [39]. Voltage instability problems occur in a power system that cannot supply 

the reactive power demand during disturbances like faults, heavy loading, voltage 

swelling and voltage sagging [40]. This problem is more severe in case of the weak 

power grids having under-voltage. During the grid side disturbances, the power electronic 

converters in the DFIG may be damaged because of the high voltage induced in it [40]. 

To prevent such contingencies, utilities typically immediately disconnect the WTGs from 

the grid, and reconnect them when normal operation has been restored. This is possible, 

as long as wind power penetration remains low. However, with the rapid increase in 

penetration of wind power in power systems, tripping of many WTGs in a large wind 

farm during grid faults may begin to influence the overall power system stability. 

Therefore, it will become necessary to require WTGs to support the network voltage and 

frequency not only during steady-state conditions but also during grid side disturbances. 

Moreover, the particular bus voltage is local quantity and hence it is very difficult and 

costly to control the bus voltage at the remote node by the use of conventional power 

stations consisting of synchronous generators and synchronous condensers located 

elsewhere in the grid [36]. It is because the reactive power flow in the power system is 

associated with changes in voltage which in turn increases the power losses (mainly I
2
R 

loss) in the system. Hence it is necessary to install local voltage control devices in the 

transmission/distribution network even if the wind turbine itself has voltage controlling 

capability [36]. 
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At the same time, the decentralization concept of power generation is becoming 

popular [36]. As a result, the contribution of conventional power plants to the voltage 

control in transmission network is diminishing. It is becoming more difficult to control 

the voltage in the entire transmission network from conventional power stations only 

[36]. Hence grid companies are installing dedicated local voltage control equipments and 

demanding distributed generation equipments to have reactive power capability 

irrespective of applied technology [36]. So there will not be any exception for wind 

power plants. 

Recently, the utility companies are asking to fulfill certain criteria (grid codes) for 

the interconnection of wind turbines to the power grid. The grid codes mainly demand 

wind turbines to have low voltage ride-through capability and reactive power capability 

[35]. The first specification seeks to improve transient stability in a power system with a 

high penetration of wind energy, while the second specification targets to support steady 

state voltage regulation in such power system [35]. Another key requirement for wind 

power interconnection is that the power factor at the PCC must remain between 0.95 

leading and 0.9 lagging [41]. The reason for this ruling is that reactive power capability 

for a wind plant is a significant additional cost compared to conventional units which 

possess inherent reactive power capability [41]. 

The problem of voltage fluctuation can be solved by using dynamic reactive 

power compensation technique installing the Flexible Alternating Current Transmission 

Systems (FACTS) devices [42]. FACTS devices are becoming more and more popular in 

power system these days because of rapid advancement in power electronics technology 

[40]. Among various FACTS devices, those based on the VSC concept have some 
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attractive features [43], such as rapid and continuous response characteristics for smooth 

dynamic control, allowing advanced control methodologies for the high-performance 

operation, elimination or reduced requirements for harmonic filtering, ability to add 

energy storage devices, allowing simultaneous active and reactive power exchange with 

the ac system. The VSC based FACTS devices include the static synchronous 

compensator (STATCOM), the static synchronous series compensator (SSSC), and the 

unified power flow controller (UPFC). In [39] and [44], STATCOM is proposed to 

minimize DFIG-based wind turbine terminal voltage fluctuation. In [40, 45], reactive 

power compensation using the STATCOM is proposed for improving the fault ride-

through capability and transient voltage stability in the DFIG wind turbine system.  

In this thesis, a STATCOM connected at the PCC to regulate voltage fluctuation 

during grid side disturbances like voltage swelling and voltage sagging is presented. The 

use of STATCOM to provide steady state voltage regulation of the DFIG wind turbine 

terminal is described. It is also shown that the MVA rating of the Grid Side Converter 

(GSC) has to be increased more than three times compared to unity power factor 

operation of the GSC if it has to supply the reactive power to meet the power factor 

demanded by the grid code.  

2.5 Interaction of a DFIG Wind Turbine System with the Series Compensated 

Line 

Traditionally, series compensation is used in long transmission line to increase the 

power transfer capability of the line [46]. Series compensation also helps in the steady 

state voltage regulation [46]. Series compensation is also used to enable power to be 
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transmitted stably over a greater distance than is possible without compensation [46]. The 

DFIG wind turbines are installed in remote areas and offshore due to favorable wind 

conditions and are therefore connected to the power system via weak and long 

transmission lines. Hence, to evacuate large amounts of electrical power from the wind 

farms, it is quite likely that the transmission lines will be series compensated [47].  

In this thesis, the grid side converter (GSC) is designed to regulate the DFIG 

terminal voltage of the series compensated line. The steady state analysis of the overall 

system is done to evaluate the effect of different compensation levels. It is shown through 

the dynamic simulation and steady state analysis that the series compensation helps in 

improving the steady state voltage regulation and enhances the power carrying capability 

of the transmission line. It is clearly shown that the reactive power that GSC has to 

supply to regulate the terminal voltage keeps on decreasing when the compensation level 

increases. 

2.6 Autonomous Operation of DFIG Wind Energy Conversion System with 

Integrated Energy Storage 

The majority of research interests related to DFIG systems in the literature have 

concentrated on the grid connected wind power applications. However, in order to assess 

the full potential of the DFIG, control strategies of the standalone operation mode should 

be also examined. For the autonomous operation of the wind turbine, two issues need to 

be addressed [48]: 1) integration of properly sized energy storage system into the WECS 

to mitigate the power fluctuations and consequent power quality problems, and 2) 

development of effective control strategies. To control the voltage and frequency of the 
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standalone operated system, traditional reactive power versus voltage (Q-V) and real 

power versus frequency (P- ) droop techniques have been adopted and successfully 

implemented [49]. Moreover, the variability of wind speed causes fluctuation in the 

power output of wind generator as a result the voltage and frequency of the isolated 

power system gets affected. To increase the reliability and performance of the system, 

energy storage is required [48]. Many investigations have been done for technical and/or 

economical advantages of augmenting a wind power unit with energy storage for instance 

fuel cell [50], batteries [48, 51], flywheel [51], compressed air [51] and super-capacitor 

[51, 52]. In the case of small-scale wind power system with energy storage system peak 

power less than 1 MW, lead-acid battery energy storage systems constitute a technically 

mature solution with considerable application potential [53]. 

In this thesis, the standalone operation of the DFIG system with integrated battery 

energy storage connected across the DC-link of ac/dc/ac converter is modeled. The 

connected load consisting of RL load, linear load and non-linear load is modeled. The 

Grid Side Converter is designed to control frequency and load bus voltage magnitude 

using droop control technique.  
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CHAPTER 3 

DOUBLY FED INDUCTION GENERATOR BASED WIND ENERGY 

CONVERSION SYSTEM 

3.1 Introduction 

This chapter presents a detailed explanation about DFIG-based WECS. The overall 

components of DFIG-based WECS are discussed first. Its operation modes, modeling, 

control system design, and the detail explanations about each significant component are 

presented later. 

Among different wind generation technologies available, variable-speed variable-

pitch wind turbines utilizing DFIGs are the most popular in the wind power industry 

especially for multimegawatt wind turbine generators [8]. 

3.2 Components of DFIG-based WECS 

The DFIG-based WECS basically consists of generator, wind turbine with drive 

train system, RSC, GSC, DC-link capacitor, pitch controller, coupling transformer, and 

protection system as shown in Figure 3.1. The DFIG is a wound-rotor induction generator 

with the stator terminals connected directly to the grid and the rotor terminals to the 

mains via a partially rated variable frequency ac/dc/ac converter, which only needs to 

handle a fraction (25-30 %) of the total power to accomplish full control of the generator. 

The functional principle of this variable speed generator is the combination of DFIG and 

four-quadrant ac/dc/ac VFC equipped with IGBTs. The ac/dc/ac converter system  



27 

 

Gear

Box

DC link

Grid

Controller and Protection System

Filter

Rotor Power

Stator Power

Transformer

DFIG

 

 
 

Wind

 Turbine

CB

Rotor Side 

Converter

Grid Side 
Converter

 

Figure 3.1 Components of DFIG-based WECS 

consists of a RSC and a GSC connected back-to-back by a DC-link capacitor. The rotor 

current is controlled by RSC to vary the electro-magnetic torque and machine excitation. 

Since the power converter operates in bi-directional power mode, the DFIG can be 

operated either in sub-synchronous or in super-synchronous operational modes. 

The general structure of control block diagram in the DFIG-based WECS having 

two levels of control is shown in Figure 3.2. The highest level is the WECS optimization; 

wherein the speed of the wind turbine is set in such a way that optimum wind power can 

be captured. This control level is mechanical system control. The lower level control 

being the electrical system control, i.e. torque and reactive power control. The 

mechanical control system acts slower compared to the electrical control system. 

The DFIG-based WECS block diagram model built in MATLAB/Simulink is 

shown in Figure 3.3 where the actual flow of different signals among various components 

of the overall system is shown clearly. 
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Figure 3.2 Control block diagram of DFIG-based WECS 

 

Figure 3.3 Matlab/Simulink block diagram of DFIG-based WECS model 
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3.3 DFIG Model 

The DFIG consists of stator winding and the rotor winding equipped with slip 

rings. The stator is provided with three-phase insulated windings making up a desired 

pole design and is connected to the grid through a three-phase transformer. Similar to the 

stator, the rotor is also constructed of three-phase insulated windings. The rotor windings 

are connected to an external stationary circuit via a set of slip rings and brushes. By 

means of these components, the controlled rotor current can be either injected to or 

absorbed from the rotor windings.  

The stator and rotor windings are usually coated with insulation and are 

mechanically assembled to form a closed structure to protect the machine from dust, 

damp, and other unwanted intrusions ensuring proper magnetic coupling between rotor 

and stator windings. In wind energy conversion system, this generator is mounted in the 

nacelle of the wind turbine system as shown in Figure 1.3. 

The dynamics of the DFIG is represented by a fourth-order state space model using 

the synchronously rotating reference frame (qd-frame) as given in (3.1)-(3.4) [54]: 

qsdseqssqs
dt

d
IrV          (3.1) 

dsqsedssds
dt

d
IrV          (3.2) 

  qrdrreqrrqr
dt

d
IrV         (3.3) 

  drqrredrrdr
dt

d
IrV         (3.4) 
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where qsV , dsV , qrV , drV are the q and d-axis stator and rotor voltages, respectively. qsI , 

dsI , qrI , drI  are the q and d-axis stator and rotor currents, respectively. qs , ds , qr , 

dr  are the q and d-axis stator and rotor fluxes, respectively. e is the angular velocity of 

the synchronously rotating reference frame. r  is rotor angular velocity, sr  and rr  are 

the stator and rotor resistances, respectively. The flux linkage equations are given as: 

qrmqssqs ILIL          (3.5) 

drmdssds ILIL          (3.6) 

qrrqsmqr ILIL          (3.7) 

drrdsmdr ILIL          (3.8) 

where sL , rL  and mL  are the stator, rotor, and mutual inductances, respectively, with 

mlss LLL  and mlrr LLL  : lsL being the self inductance of stator and lrL being the self 

inductance of rotor. 

Solving (3.5) - (3.8) in terms of current equations: 
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where leakage coefficient 
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LLL 2
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3.3.1 Dynamic Modeling of DFIG in State Space Equations 

The dynamic modeling in state space form is necessary to carry out simulation 

using different simulation tools such as MATLAB. The basic state space form helps to 

analyze the system in the transient condition.  

According to the basic definition, the space whose co-ordinate axes are the „n‟ state 

variables with time as the implicit variable is called the state space. The variables of the 

state space (state variables) are involved to determine the state of the dynamic system. 

Basically these are the energy storing elements contained in the system like inductor and 

capacitor. The fundamental equation of the state space is as follows: 












)()()(

)()()(

tDUtCXtY

tBUtAXtX        (3.13) 

Equation (3.13) is for linear time invariant system, where A, B, C, and D are state, input, 

output and feed forward matrices, respectively, X is the state vector and Y is the output 

vector. Equation (3.14) is for linear time variant system, where A, B, C, and D are time 

dependent matrices. 












)()()()()(

)()()()()(

tUtDtXtCtY

tUtBtXtAtX        (3.14) 

In the DFIG system, the state variables are normally currents or fluxes. In the 

following section, the state space equations for the DFIG in synchronously rotating frame 

has been derived with flux linkages as the state variables. Substituting (3.9) - (3.12) into 

(3.1) - (3.4) gives the DFIG dynamics in the state space form as: 

qsqr
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 
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      (3.15) 
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Equations (3.15) - (3.18) are written in state space matrix form as: 
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  (3.19) 

3.3.2 Active Power, Reactive Power and Torque Calculation 

All the equations above are induction motor equations. When the induction motor 

operates as a generator, current direction will be opposite. Assuming negligible power 

losses in stator and rotor resistances, the active and reactive power outputs from stator 

and rotor side are given as: 

 dsdsqsqss IVIVP 
2

3
       (3.20) 

 qsdsdsqss IVIVQ 
2

3
       (3.21) 

 drdrqrqrr IVIVP 
2

3
       (3.22) 
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 qrdrdrqrr IVIVQ 
2

3
       (3.23) 

The total active and reactive power generated by DFIG is: 

rsTotal PPP           (3.24) 

rsTotal QQQ          (3.25) 

If TotalP
 
and/or TotalQ

 
is positive, DFIG is supplying power to the power grid, else it is 

drawing power from the grid. 

In the induction machine, the electromagnetic torque is developed by the 

interaction of air-gap flux and the rotor magneto-motive force (mmf). At synchronous 

speed, the rotor cannot see the moving magnetic field; as a result, there is no question of 

induced emf as well as the rotor current, so the torque becomes zero. But at any speed 

other than synchronous speed, the machine will experience torque. That is true in case of 

motor, where as in case of wind turbine generator; electromechanical torque is provided 

by means of prime mover which is wind turbine in DFIG-based WECS. 

The rotor speed dynamics of the DFIG is given as: 

)(
2

rfemr CTT
J

P

dt

d
          (3.26) 

where P is the number of poles of the machine, fC is friction coefficient, J is inertia of the 

rotor, Tm is the mechanical torque generated by wind turbine, and Te is the 

electromagnetic torque generated by the machine which can be written in terms of flux 

linkages and currents as follows: 

 qsdsdsqse IIT  
2

3
        (3.27) 

where positive (negative) values of Te means DFIG works as a generator (motor) [55]. 
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3.4 Drive Train Model 

The generator in a DFIG-based WECS is driven by the wind turbine through a 

gearbox system to attain a suitable speed range for the rotor. By means of the gearbox, 

the low rotational speed of the wind turbine is transformed into high rotational speed on 

the generator side. For 2-3 MW wind turbines, a gearbox ratio of around 70-100 is 

common [56]. 

The actual gearbox ratio is chosen considering the optimum operation speed of 

the generator. The optimum speed of the generator is selected based on annual wind 

speed distribution and the size of the power converter. The annual efficiency of the 

generator is somehow influenced by the operating speed of the generator, whether it 

operates at sub-synchronous or super-synchronous speed. Another aspect to be 

considered when selecting a gearbox ratio is the weight of the gearbox, which increases 

along with gearbox ratio [56]. 

It is important to analyze the transient stability of power system including wind 

generators. Since, in general, the turbine shaft of wind generator is not as stiff as that of 

usual synchronous generator; analysis based on a single-mass shaft model system may 

give significant error in the transient stability analysis. It is because the low-speed shaft 

encounters a torque Ng (Gear Ratio) times greater than the high-speed shaft torque that 

turns Ng times more quickly than the low-speed shaft. As the low-speed shaft encounters 

a higher torque, it is subject to more deviation and it is more convenient to take it into 

consideration.  
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Figure 3.4 (a) Two-mass drive-train [57] and (b) One-mass drive-train model  

 

Although, more complex models of wind turbine drive train system using a six-

mass and three-mass [57] are studied; two-mass shaft model is simplest one and 

sufficient, with reasonable accuracy, for the transient stability analysis of wind turbine 

generation systems [58]. The equivalent two-mass model of a wind turbine drive train is 

presented in Figure 3.4(a). The masses correspond to a large mass of the wind turbine 

rotor and a mass for generator. The mass and moment of inertia for the shafts and the 

gearbox wheels can be neglected (which is considered in three-mass model) because they 

are small compared with the moment of inertia of the wind turbine or generator. The 

dynamic equations of the two-mass drive-train written on the generator side are [57]: 

)'()'(
'

'' genwtgenwt
wt

wtwt KD
dt

d
JT 


     (3.28) 

)'()'( wtgenwtgen

gen

gengen KD
dt

d
JT 


     (3.29) 

where Twt – wind turbine torque, Jwtr – wind turbine moment of inertia, wt  – wind 

turbine mechanical speed, Kwtr – spring constant indicating the torsional stiffness of the 
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shaft on wind turbine part, Tgen – generator torque, Jgen – generator moment of inertia, 

gen - generator mechanical speed, and Kgen – spring constant indicating the torsional 

stiffness of the shaft on generator part. The torque and the speed of the shaft are 

transmitted via the gearbox with a gear ratio Ng. Also the angular speeds are given as:  

Rotor speed,
dt

d wt
wt

'
'


   and  

Generator speed,
dt

d gen

gen


   

The equivalent stiffness and moment of inertia for the rotor is given by [57]: 
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If a perfectly rigid low speed shaft is assumed, then the two-mass drive-train 

model reduces to a one-mass drive-train model as shown in Figure 3.4(b). The governing 

dynamic equation is given as: 

)(
2

 fm CTT
J

P

dt

d
        (3.31) 

where   is the mechanical speed of the shaft, P is the number of poles of the 

machine, fC is the friction coefficient, J is the inertia of the rotor, Tm is the mechanical 

torque generated by wind turbine, and T is the electromagnetic torque generated by the 

machine. One-mass drive-train model is used for the simulation study in this thesis. 
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3.5 Power Converters 

The power converter is made up of a back-to-back converter connecting the rotor 

circuit and the grid as shown in Figure 3.5. The converters are typically made up of 

voltage source inverters equipped with IGBTs provided with freewheeling diodes (see 

Figure 3.5), which enable a bi-directional power flow. A RL-filter is provided on the 

GSC output to minimize switching harmonics supplied to the grid. 

3.5.1 Rotor Side Converter 

The power rating of the RSC is determined by two factors, namely maximum slip 

power and reactive power control capability. The rotor-side converter can be seen as a 

current controlled voltage source converter. The control objective of RSC is to regulate  

DC-link 

Capacitor
Grid Side 

Converter

Rotor Side 

Converter

Filter

 

Figure 3.5 The ac/dc/ac bidirectional power converter in DFIG 
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the stator side active power (or rotor speed) and the stator side reactive power 

independently. 

3.5.2 Grid Side Converter 

The power rating of the GSC is mainly determined by maximum slip power since it 

usually operates at a unity power factor to minimize the losses in the converter [59]. The 

GSC is normally dedicated to controlling the DC-link voltage only. The converter can 

also be utilized to support grid reactive power during a fault [60]. The grid-side converter 

can also be used to enhance grid power quality [61]. However, these abilities are rarely 

utilized since they require a larger converter rating which is discussed more in Chapter 5. 

The amount of energy stored in the dc-link capacitor can be written as: 

2

2

1
DCC CVdtPE           (3.32) 

where P is the net power flow into the capacitor, C is the DC-link capacitor value and 

VDC is the capacitor voltage. P is equal to Pr - Pg, where Pr is the rotor power inflow and 

Pg is the grid power outflow. 

3.6 Wind Speed Model 

A wind speed signal generated by an autoregressive moving average (ARMA) 

model described in [62] is utilized in this simulation study, and its development is 

described here. The wind speed Vwind (t) has two constituent parts expressed as [62]: 

)()( _ tVVtV tmeanwwind         (3.33) 
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where meanwV _  is the mean wind speed at hub height and )(tVt  is the instantaneous 

turbulent part, whose linear model is composed by a first-order filter exciteded by 

Gaussian noise [62]: 

tt

w

t tV
T

tV 


)(
1

)(         (3.34) 

where wT  is the time constant and t  is the white noise process with zero mean. The 

white noise is smoothed by a signal shaping filter, thereby transforming it to colored 

noise tV , as shown in Figure 3.6. The instantaneous turbulence component of wind speed 

is obtained as [62]: 

ttt VtV )(          (3.35) 

where t  is the standard deviation and tV  is the ARMA time series model, which is 

expressed as [62]: 

21321   ttttttt edcVbVaVV       (3.36) 

where a, b, and c are the autoregressive parameters and d and e are moving average 

parameters whose values being: a =1.7901, b=0.9087, c=0.0948, d=1.0929 and e = 

0.2892. 

 

Figure 3.6 Generation of wind speed by ARMA model in MATLAB/Simulink [62] 



40 

 

0 50 100 150
8

10

12

14

16

Time [s]

W
in

d
 S

p
e
e
d
 [

m
/s

]

 

Figure 3.7 Sample wind speed (mean speed being 12 m/s) obtained using ARMA model 

3.7 Wind Turbine and Pitch Controller 

The turbine is the prime mover of WECS that enables the conversion of kinetic 

energy of wind Ew into mechanical power Pm and eventually into electricity [62]. 
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where Vw is the wind speed at the center of the rotor (m/sec),  is the air density (Kg/m
3
), 

2RA   is the frontal area of the wind turbine (m
2
) and R is the rotor radius. Cp is the 

performance coefficient which in turn depends upon the turbine characteristics (β - blade 

pitch angle and  - tip speed ratio) that is responsible for the losses in the energy 

conversion process. The numerical approximation of Cp used in this study is taken from 

[62] and ),(  fi   
is given by [62]: 
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where t  is the turbine speed and R is the blade radius of the wind turbine. Since 

),( fCp  , the plot of Cp vs   at various values of   is shown in Figure 3.8. When 

the wind speed increases beyond the rated value, the electromagnetic torque is not 

sufficient to control rotor speed since this leads to an overload on the generator and the 

converter. To prevent rotor speed from becoming too high, the extracted power from 

incoming wind must be limited. This can be done by reducing the coefficient of 

performance of the turbine (the Cp value). As explained earlier, the Cp value can be 

manipulated by changing the pitch angle (see Figure 3.8). Altering the pitch angle   

means slightly rotating the turbine blades along the axis. The blades are considerably 

heavy in a large turbine. Therefore, the rotation must be facilitated by either hydraulic or 

electric drives. The pitch controller model is given in Figure 3.9. The lower part of the 

pitch controller shown in the Figure 3.9 is the turbine speed regulator, while the upper 

part is an aerodynamic power limiter. The entire control can be realized by means of PI 

controllers. 
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Figure 3.8 Wind turbine characteristic curves 
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Figure 3.9 Pitch angle control scheme using PI controllers 

3.8 Protection System  

The main task of a protection system is to protect the wind turbine system from 

damage caused by the high currents that can happen when the DFIG terminal voltage 

drops as a result of short circuit (fault) in the grid. It also prevents DFIG from islanding. 

Islanding is the situation in power system in which part of the system continues to be 

energized by distributed generation after the system is isolated from main power grid. If 

those two cases happen in the DFIG system, the protection system operates the Circuit 

Breaker (CB) to isolate it from the power grid. Similarly, CB can be operated to isolate 

DFIG from power grid during its repair and maintenance operation. 

3.9 Operating Regions 

Two distinct operating regions of a variable-speed variable-pitch DFIG-based 

wind turbine system can be defined based on incoming wind speed and the generator 

power output required. The output power from wind turbine (Pe) can be defined as shown 
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below. Assuming Pe varies when wind speed Vw varies between cut-in (Vc) and rated (Vr) 

wind speeds, the closed form expression for energy production is [62]: 
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where rP  = rated electrical power, k is Weibull shape parameter = 2 for the studied 

system and the coefficients a and b are given as: 
k

r
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c
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cr
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As shown in Figure 1.4, the variable speed WECS can be operated in MPPT mode 

and blade pitch control mode (constant power mode) depending upon the velocity of 

wind to extract maximum power from the wind as well as regulate the power output from 

the wind turbine. 

3.10 Operating Modes 

Variable-speed variable-pitch wind turbine can be operated in three distinct 

operating modes depending upon the wind speed available and amount of power output 

needed from the wind turbine system. 

3.10.1 Mode I: Maximum Power Point Tracking 

From the plot shown in Figure 3.8, it can be stated that, for β= 0
o
, 1.8opt  and 

48.0max_ pC . Now the rotor mechanical torque extracted from the wind that in turn 

drives wind generator is:  
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Now from Equations (3.37) and (3.40): 

pwpw

t

t CAV
R

CAVT
23

22

1






      (3.41) 

Since  max_pp CC  constant, in this mode, from (3.37): 

3

wm KVP           (3.42) 

where  max_
2

1
pCAK  constant 

From Equation (3.42), if the wind generator is run at a particular speed that 

corresponds to wind speed wV  in such a way that wind turbine will be operating at 

maximum power point (as shown in Figure 3.10) then we can extract maximum available 

power from the available wind speed via wind turbine. 

The objective of the MPPT operation mode is to maximize power extraction at 

low to medium wind speeds by following the maximum value of the wind power 

coefficient (Cp_max) as depicted in Figure 3.10. 

3.10.2 Mode II: Pitch Control (Rated Power Operation)  

When the wind speed increases beyond the rated value, the electromagnetic 

torque is not sufficient to control rotor speed because this leads to an overload on the 

generator and the converter. To prevent rotor speed from becoming too high, the 

extracted power from incoming wind must be limited. This can be done by reducing the 

coefficient of performance of the turbine (the Cp value). As explained earlier, the Cp  
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Figure 3.10 Wind Turbine mechanical power output vs rotor speed (dotted line shows the 

MPPT operation points) 

value can be manipulated by changing the pitch angle (see Figure 3.8). Altering the pitch 

angle   means slightly rotating the turbine blades along the axis. 

The wind speed is varied, turbine speed is maintained at rated speed ( ratedtt _  ) 

and corresponding   is calculated using (3.43). The power output is maintained at rated 

power ( ratedPP  ). The Cp corresponding to rated power is calculated using (3.43). The 

























w

rated
p

w

ratedt

VA

P
C

V

R






5.0

_

        (3.43) 



46 

 

5 10 15 20
0

5

10

15

20

25

Wind Speed [m/s]


 [

D
e
g
]

 

Figure 3.11 Pitch angle for various wind speeds in a variable-speed variable-pitch wind 

turbine system 

value of pitch angle is obtained solving (3.37). The pitch angle for various wind speeds is 

shown in Figure 3.11. 

3.10.3 Mode III: Power Regulation  

With the increased penetration level of wind power in a power system, it is not 

always possible to operate wind turbine in MPPT mode and constant power mode only. 

For maintaining regulated frequency and voltage in the power system, the generated 

power should be equal to the demanded power. Hence in that condition, the variable-

speed variable-pitch wind turbine should be operated in power regulation mode. When 

the load decreases, the power output from the turbine should be reduced to match the 
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load. When the wind speed is less than the rated speed, the pitch angle is always kept at 

zero ( 0 ) and the   is varied and corresponding pC  is calculated to obtain demanded 

power output from the wind turbine. Then, the wind speed is calculated based upon the 

demanded power output (P) given by (3.44). 
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Figure 3.12 shows the rotor speed vs. wind speed operating points for various 

demanded power outputs (P). As shown in Fig. 3.12, DFIG wind turbine system can be 

operated at more than one speed to generate particular power output (P) from wind 

turbine. In that case, wind turbine should be operated in the closest possible speed from 

the previous speed to minimize the transient operation period. In that way disturbance to 

the pitch controller is also reduced significantly. 

If the wind speed is more than the rated speed, then the turbine speed is 

maintained at rated turbine speed ( ratedtt _  ) and wind speed is varied. The 

corresponding   is calculated and pitch angle is obtained for various values of demanded 

power (P), which gives corresponding pC  using (3.45); by solving (3.38). 
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Figure 3.13 shows the pitch angle vs. wind speed operating points for various 

demanded power outputs. 
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Figure 3.12 Power Regulation Operation with wind speed less than rated wind speed 
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Figure 3.13 Power Regulation Operation with wind speed more than rated wind speed 



49 

 

3.11 Control of DFIG-based WECS 

The DFIG-based WECS control system consists of two parts: the electrical 

control of the DFIG and the mechanical control of the wind turbine speed and blade pitch 

angle as shown in Figure 3.2. Control of the DFIG is achieved by control of the variable 

frequency converter, which includes control of the RSC and control of the GSC. The 

objective of the RSC is to allow the DFIG wind turbine for decoupled control of active 

and reactive power. This facilitates high flexibility which enables the turbine to capture 

maximum energy from wind and at the same time to provide reactive power support to 

the grid. The objective of the GSC is to keep the DC-link voltage constant regardless of 

the magnitude and direction of the rotor power. 

3.11.1 Design of the RSC Controller 

The RSC control scheme consists of two cascaded vector control structure with 

inner current control loops which regulates independently the d-axis and q-axis rotor 

currents, i.e. drI  and qrI , according to some synchronously rotating reference frame. The 

outer control loop regulates the stator active power (or DFIG rotor speed) and reactive 

power (or DFIG terminal voltage) independently. The stator voltage orientation (SVO) 

control principle for a DFIG is described in [31], where the q-axis of the rotating 

reference frame is aligned to the stator voltage i.e dsV  = 0 and qsV  = sV . From (3.15) and 

(3.16), the stator side flux can be controlled using PI controller. In this study, the q-axis 
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flux is regulated to zero ( 0qs ) and ( sds   ) for the de-coupled control of active and 

reactive power as described below (where 
dt

d
p   throughout the thesis): 
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Figure 3.14. 

The PI parameters are determined by comparing with the Butterworth polynomial 

which is described in the below section, are given as: 
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s
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Now, neglecting frictional losses in (3.26) gives:  
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Figure 3.14 Stator fluxes control using PI controllers 
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where mT  is the mechanical torque from the wind turbine. When the wind speed ( wV ) is 

less than the rated speed, the mT is given as: 

2

woptm VkT           (3.51) 
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constant and if the wind speed ( wV ) is more than the rated 

speed, the mT is given as: 

rated
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m

P
T


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where ratedP  is rated power of the wind turbine and rated  is the rated speed of the wind 

turbine.
 

Equation (3.46) can be re-written as: 
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Substituting qs  = 0 in (3.27) and (3.5) results in (3.55). 
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A further substitution of (3.54) into (3.53) and in combination with (3.49) results in: 
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Now, the stator active power can be written as: 
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Now, the stator supplied reactive power is given as: 
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Substituting qsV  in (3.57) gives: 
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Assuming constant stator flux, neglecting the stator resistance and substituting dsI  from 

(3.10) gives:
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Differentiating (3.59) w.r.t. time gives: 
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From (3.60) and (3.4) and solving qr in terms of qrI  gives (3.63) 
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From (3.62) and (3.63) gives: 
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It can be seen from Equations (3.56) and (3.66) that, sP  and sQ  are proportional to qrI  

and drI , respectively. The mutual coupling term qrrre IL )(   in (3.66) is very small 

so its effect is negligible. The rotor current can be regulated by means of rotor voltages.  

The relation between rotor current and rotor voltage is obtained by substituting 

values of dr  and qr from (3.7) and (3.8) in Equations (3.3) and (3.4), respectively, and 

further simplification yields: 









 drrds

s

m
soqrrqrrqr IL

L

L
pILIrV       (3.67)

 

qrrsodrrdrrdr ILpILIrV         (3.68) 

where so =  re    and 
rs

m

LL

L
2

1  

In the Equations (3.67) and (3.68), there is the term including drI in the q-axis 

equation and there is the term including qrI in the d-axis equation. So these two equations 

are coupled and the traditional linear controllers cannot be used. However, through the 

exact linearization method, these equations can be linearized by putting the terms other 

than the currents control to one side. 
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qrrsodrdrrdrr ILVpILIr         (3.70) 

Then linear controllers are used to regulate the currents as shown in Figure 3.15, where: 

qrrqrrqr pILIr           (3.71) 
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drrdrrdr pILIr           (3.72) 

The idea behind this is to use the linear controllers that include integrations to 

calculate the derivative terms. And the nonlinear equations become linear when all the 

nonlinear terms are moved to the other side of the equations. Then the q and d-axis 

voltages are calculated as shown in Figure 3.15. 
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Using the inner current control loop has a significant advantage for the protection 

of the DFIG. It can naturally protect the system from over-current since current limiters 

can be easily inserted in the control system shown in Figure 3.15. 

Since the general PI controllers are widely used and proved to be effective, they 

are also applied in the following analysis [63]. For qrI  current control loop from (3.69): 
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Figure 3.15 Inner current controller 
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Similarly, for drI current control loop from (3.70): 
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Then the transfer functions between the reference and actual currents are changed 

to the following: 
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Choosing the appropriate control parameters is very important to gain good 

performance although the whole system might be able to work for a wide range of 

parameters. Many researchers select the gains based on the experience or just by trial and 

error. This is not good especially when the control system is designed for a new system. 

The most important objective is to maintain the system stability by selecting appropriate 

control parameters. And then those parameters can be tuned up corresponding to the 
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specified performance requirement. There are some methods that can be used to 

determine the system parameters that can keep the whole system in the stable region. 

One of the methods is by using Butterworth polynomial to optimize the closed-

loop eigen value locations [63]. The Butterworth method locates the eigen values 

uniformly in the left-half s-plane on a circle with radius o , with its center at the origin 

as shown in Figure 3.16.  

The Butterworth polynomial for a transfer function with a second order 

denominator is given as: 

02
2

00

2   pp        (3.83) 

The PI parameters are determined by comparing the coefficients in (3.79) with the 

denominators of the corresponding transfer functions and then choosing appropriate 0 . 

rrdpqp rLkk  02        (3.84) 

2

0 rdiqi Lkk          (3.85) 

Here 0  is the bandwidth of the current controller, which depends upon the design value. 

The overall vector control scheme of the RSC is shown in Figure 3.17. 

alRe

agIm

p1

p2

o

 

Figure 3.16 Location of poles for second order Butterworth polynomial 
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Similarly, comparing denominator of (3.51) with Butterworth second order polynomial, 

i.e. 
2

00

2 2 wrwr pp   , PI controller gains are obtained as:  

P

J
k wrPwr

2
2 0        (3.86) 

2

0

2
wrIwr

P

J
k          (3.87) 

where 
wr0  is the bandwidth frequency of the speed controller. 
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Similarly, comparing denominator of (3.65) with Butterworth second order polynomial, 

i.e. 22 2 QsQs pp   , PI controller gains are obtained as:  

 QsPQsk 02        (3.88) 

2

QsIQsk          (3.89) 

3.11.2 Design of the GSC Controller 

Figure 3.18 shows the general vector control scheme of the GSC where control of 

DC-link voltage dcV  and reactive power exchange between GSC and power grid is 

achieved by controlling current in synchronous reference frame [54]. 

Now, DC voltage dynamics in DC-link is given by: 

 
qfqfdfdfdrdrqrqrdc IMIMIMIMpVC 

4

3
)(

4

3
    (3.90) 

where C is the DC-link capacitance, drM  and qrM  are q and d-axis modulation indexes 

of RSC and dfM  and qfM  are q and d-axis modulation indexes of GSC, respectively. 

Hence, (3.90) can be re-written as (3.91) which can be solved to get qfI . 

 
dcqfqfdfdfdrdrqrqrdc IMIMIMIMpVC 

4

3
)(

4

3
   (3.91) 

Equation (3.91) can be re-written as: 

)( *

dcdcdcdcdc VVkpVC        (3.92) 

where dck  is the PI controller for DC-voltage control given as: 










p

k
kk Idc

Pdcdc
. Then 

(3.92) will be: 
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Figure 3.18 Block diagram of GSC control system 
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2
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       (3.94) 

Comparing denominator of (3.94) with Butterworth second order polynomial, i.e. 

2

00

2 2 dcdc pp   , PI controller gains are obtained as:  

dcdcPdc Ck 02
        (3.95)

 

2

0dcdcIdc Ck           (3.96) 

where 
dc0  is the bandwidth frequency of the DC-voltage controller. From (3.91): 

df

qf

df

drdrqrqrdc

qf

qf I
M

M
IMIM

M
I 








 )(

4

31

3

4*      (3.97) 
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Using KVL across the RL filter gives: 

2

dc
qf

qs

dffeqffqffqf

V
M

N

V
ILpILIrV        (3.98)

 

2

dc
dfqffedffdffdf

V
MILpILIrV       (3.99) 

Since the q-axis of the rotating reference frame is aligned to the stator voltage i.e dsV  = 0 

and qsV  = sV . So, the GSC supplied reactive power to the grid is controlled using d-axis 

current. 

dfsf IV
N

Q
2

3
         (3.100) 

where N is the transformer turns ratio connected between GSC and stator.  

df
s

f pI
N

V
pQ

2

3
         (3.101) 

Substituting (3.99) in (3.101) gives: 

)(
1

2

3
qffedffdf

f

s
f ILIrV

LN

V
pQ        (3.102) 

Qfqffedffdff ILIrVpQ   )(       (3.103) 

where 
s

f

V

NL

3

2
 . 

)( *

ffQfQff QQkpQ          (3.104) 

where Qfk  is the PI controller for reactive power supplied by GSC given as: 











p

k
kk

IQf

PQfQf . Then (3.104) will be: 
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kpk
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2
*

1

       (3.106) 

Comparing denominator of (3.106) with Butterworth second order polynomial, i.e. 

2

00

2 2 QfQf pp   , PI controller gains are obtained as:  

 QfPQfk 02
        (3.107)

 

2

0QfIQfk           (3.108) 

where Qf0  is the bandwidth frequency of the reactive power controller. From (3.103): 

 
Qfqffedf

f

df ILV
r

I  
1*

       (3.109) 

Equations (3.98) and (3.99) give the inner current control loop for the GSC control. 

Inner current control: 

If we assume: 

qfqfqfqfqffqff IIkpILIr  )( *
     (3.110) 

dfdfdfdfdffdff IIkpILIr  )( *
     (3.111) 

Then, (3.98) and (3.99) can be written as: 

dc

qs

dffeqfqf
VN

V
ILM

2
)(         (3.112) 

dc

qffedfdf
V

ILM
2

)(          (3.113) 
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Equations (3.112) and (3.113) give modulation indexes which are the output of 

the converter. And qfk  and dfk  are PI current controllers for q and d-axis currents, 

respectively and 









p

k
kkk I

Pdfqf
1

1 . Then, (3.110) can be re-written as: 

 
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* 1
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f

qf

qf

k
L
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L
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kpk
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I

I





      (3.114) 

Comparing denominator of (3.114) with the Butterworth second order polynomial gives:  

ffcP rLk  01 2         (3.115) 

2

01 cfI Lk            (3.116) 

where c0 is the bandwidth frequency of the current controller. 

3.11.3 Transfer Function of RSC and GSC Controllers 

In the above mentioned controller design for RSC and GSC, each controllers are 

designed separately and finally combined together. This procedure is only valid when the 

controlled variables are independent of each other, i.e. they should be mutually 

decoupled. To check whether they are independent of each other or not, or if there should 

be any conditions to be fulfilled for the decoupled control of those two controllers, the 

transfer functions of the RSC and GSC are derived in this section. The conclusion is 

made at the end of this section. 

From the flux control: 
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Similarly, 
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From (3.118) and (3.120), it is clear that the relations between control variable 

( ds , qs ) and reference variable ( *

ds ,
*

qs ) are non-linear. Hence, transfer function cannot 

be obtained. Therefore, in the later part of the transfer function derivation, the stator 

fluxes are assumed constant as a result the relationship between control variables and 

reference variable is linear. 

In the RSC, from (3.49): 
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where (
^

) shows the measured value. Similarly, from (3.63):
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From (3.123) and (3.126): 
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Here, the mechanical torque from the wind turbine is considered as a disturbance to the 

RSC controller. 

From (3.46): 
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From (3.77): 

qriqrqriqrqrrr IkIkILpr 









*
^^^

       (3.135) 

From (3.80): 

dridrdridrdrrr IkIkILpr 









*
^^^

       (3.136) 

Combining (3.135) and (3.136): 
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Substituting (3.127) and (3.134) in (3.137) gives: 
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Q

KEDC
s

r

Qs
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













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

 




       (3.138) 


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
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
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
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
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

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








0

3

4

3

2
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0
3
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^

*
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s
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L

L

k

kLpr

PL

JLp

k

kLpr

LP

TL

QQk

k
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L


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






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



 (3.139) 

Solving (3.139) gives: 

mrr T

k

k

k

k

1

^

3

^

*

1

^

2

^

          (3.140)

 

where 

dsm
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iqr

iqrrr
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s

L

kL

k
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L

LpJ
k





 ^

^^^^

1

^ 2




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L

Lk
k


^

^

2

^

  and 
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s
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s
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iqrrr

L

L

L

L

k
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k




^

^^^^

3

^




  

Similarly, 

*

5

^

4

^

ss Q

k

k
Q           (3.141)

 

where 

rds

Qs

Lp

k
k

^^4

^



  and 
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s
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L

L

k

kLpr

Lp

k
k





 3

2
^^^

^^5

^ 
  

If the measured parameters are assumed to be equal to the actual quantities, solving 

(3.139) gives: 
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mrr T
k

k

k

k

1

3*

1

2           (3.142)

 

where 
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iqrrr
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s

L
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k
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L
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k











2
1
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dsm
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L

Lk
k


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s

dsm

s
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iqrrr

L

L

L

L

k
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k







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Similarly, 

*

5

4
ss Q

k

k
Q           (3.143)

 

where 
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k
k


4  and 
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s
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L

L

k
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k
k




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2
5


  

Here it should be noted that the inner current controller parameters are same for q and d-

axis currents, i.e. idriqr kk  . 

Similarly, in the GSC, from (3.91): 

 
qfqfdfdfdrdrqrqrdcdcdcdc IMIMIMIMVVk 

4

3
)(

4

3
)( *   (3.144) 









 dfdfdrdrqrqrdc

qf

qf IMIMIM
M

I ))(
4

3
(

3

41*      (3.145)
 

where 
dc

qr

qr
V

V
M

*2
  and 

dc

dr
dr

V

V
M

*2
 . Here, )(

4

3
drdrqrqr IMIM   is the DC-link current 

coming out from RSC. 

 And we also know from (3.73) and (3.74) that- 









 drrds

s

m
soqrqrIqrqr IL

L

L
IIkV )( **

     (3.146) 

qrrsodrdrIdrdr ILIIkV  )( **
      (3.147) 
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Using (1.146), (3.147), (3.127) and (3.134), DC-link current is expressed as: 



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L
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V
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
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


  (3.148) 

Here, ds  is regulated to constant value using flux control. Hence, it is clear from 

(3.148) that the DC-current flowing in ac/dc/ac converter has a non-linear relationship 

between control variables like r , sQ  and dcV . So it can be concluded that decoupled 

control of fQ , sQ , r  and dcV  can be done if the DC-link current coming out from RSC 

is taken as a disturbance for the GSC control.  

Now, from (3.104): 








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
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   (3.149)
 

From (3.149) and (3.145): 














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f
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Lp
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M

I
^

* ))(
4

3
(

3

41 
    (3.150) 

Combining (3.150) and (3.145) gives: 
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  
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
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  (3.151) 

From (3.90): 

 
qfqfdfdfdrdrqrqrdc IMIMIMIMVpC 

4

3
)(

4

3
   (3.152) 














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drdrqrqrdc
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qf I
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4

3
(

3
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   (3.153) 

From (3.102): 

)(
2

3
qffedffdf

f

qs

f ILIrV
L

V
pQ        (3.154)

 





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


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Substituting (3.155) into (3.153): 
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
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3
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Combining (3.156) and (3.155) 

  
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 (3.157) 

From (3.110): 
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qfiqfqfiqfqfff IkIkILpr 







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      (3.158)

 

From (3.111): 
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



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
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      (3.159) 

Combining (3.158) and (3.159) gives: 
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Substituting (3.150) and (3.157) in (3.160): 
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V
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           (3.162) 

Solving (3.162) gives: 
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^

*

1
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k
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where 
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f
k
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^

1

^

 . Similarly, 

*

2

^

1

^

ff QQ




          (3.164)
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k
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^
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f
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f
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k

V
^

^

2

^

3

2
   

If the measured quantities are assumed to be equal to the actual quantities, solving 

(3.162) gives: 
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where 
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f
k
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  and dcf kpC  1

 

Similarly, 

*
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1
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
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k
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f
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k

V


3

2
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Here it should be noted that the inner current controller parameters are same for q and d-

axis currents, i.e. idfiqf kk  . 

Combining (3.140), (3.141), (3.163) and (3.166) gives:
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(3.167)
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Combining (3.142), (3.143), (3.165) and (3.166) gives: 
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As shown in (3.167) and (3.168), the transfer function matrices A and   are both 

diagonal which verifies that all the four controlled quantities are independent of each 

other regardless of error in parameter estimation. That means, the controller design can 

be done independent of each other and combined them together for the overall control. 

According to (3.167) and (3.168), there exists a non-linear relation through the DC-link 

voltage controller which can be considered as a disturbance for the GSC control. 
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3.11.4 Phase Locked Loop (PLL) 

A PLL is designed to define the reference angle for qd transformation so that the 

stator voltage can be aligned along the q-axis and is included in the overall model of the 

system to make the designed system more realistic. Figure 3.19 shows the 3-phase PLL 

which takes the input as the measured DFIG terminal voltage sV  and transforms it to qd-

reference frame. PLL aligns the stator side voltage to q-axis by comparing d-axis load 

voltage with zero reference voltage. The voltage error signal is passed through the PI 

controller to obtain the angular frequency of the terminal bus voltage. Hence in the PLL 

system: 

sisissisds VVV   )sin(0)sin(    (3.169) 

Now the error signal is given as: )sin(0 sisds VVe    

If )( si    is very small, then we can write: )()sin( sisi    

From the block diagram shown in Figure 3.19, )( sisV    is the input to the controller 

and e  is the output from the controller. Hence, 



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where, 
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Figure 3.19 Block diagram of PLL control 

Now comparing the denominator of (3.172) with the Butterworth second order 

polynomial 2

_0_0

2 2 pllpll pp   , the parameters of the controller are: 

s

pll

pllI
V

k

2

_0

_


          (3.174) 

where pll_0  is the bandwidth frequency of the PLL controller. 

Table 3.1 gives the PI controllers values used for the simulation study following 

above procedure. The switching frequency is taken as 1 kHz and the bandwidth of inner 

current controller is taken ten times that of outer loop controller, i.e. 

sec/6280**2 radfswsw    and 
10

;
10

inner
outer

sw
inner





    

sradocinner /6280   , sradoQfoQsodcouter /8.62   and sradowr /628.0  

From (3.84): 76.12 0  rrdpqp rLkk   and from (3.85): 6.783
2

0   rdiqi Lkk
 

From (3.86): 26.8
2

2 
P

J
k owrPwr   and from (3.87): 65.3

2 2  owrIwr
P

J
k 

 

From (3.95): 32.52  dcodcPdc Ck   and from (3.96): 63.2362  dcodcIdc Ck   



76 

 

Table 3.1 Parameters of the machine and PI controller coefficients 

rs 2.3 m  Cdc 60 mF 
dpqp kk /

 

76.1  
diqi kk /

 

6.783  

rr 2 m  Lf 2 mH 
Pwrk  26.8  

Iwrk  65.3  

Ls 2.93 mH rf 2 m  
Pdck  32.5  

Idck  63.236  

Lr 2.97 mH J 18.7 

kg.m
2
 

1Pk  77.1  
1Ik  76.788  

Lm 2.88 mH P 4 
PQsk  0.00022

2 

IQsk  0.001 

  0.046   
PQfk  0.00022 

IQfk  0.00093 

    
sPk   

72.06 
sIk   

3943.8 

Vs 563.38 V  N 1 
pllPk _  2.10 

pllIk _  4.1244  

 

From (3.115): 77.121  ffocP rLk   and from (3.116):  76.7882

1  focI Lk 
 

From (3.88):  QsPQsk 02 = 0.00022 and from (3.89):  =
2

QsIQsk   = 0.001 

From (3.107):  QfPQfk 02 = 0.0002 and from (3.108): 
2

0QfIQfk    = 0.0093 

In PLL controller design, the switching frequency is taken as 2 kHz and the 

bandwidth of the PLL controller is taken as: sradfswsw /12560**2    and 

sradsw /3.837
15

0 


  

From (3.173): 10.2
2 0

_ 
s

pllP
V

k


 and from (3.174): 4.1244
2

0

_ 
s

pllI
V

k


 

3.11.5 Stator Flux Estimation 

As shown in Figure 3.17, the stator side flux should be estimated as accurately as 

possible for the RSC control implementation. Therefore this section explains the stator 

flux estimation using Low Pass Filter (LPF).  
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The stator flux in stationary reference frame is given as: 

s

qds

s

qdss

s

qds pIrV 
        (3.175) 

   dtIrV s

qdss

s

qds

s

qds
       (3.176)

 

Flux can be estimated using (3.176) but the pure integration ( p1 ) involves the 

DC offsets and drifts [64]. To solve these problems, the pure integrator is replaced by a 

LPF. The estimated stator flux by the LPF can be given as: 

apVe

sl




1
^


         (3.177) 

where sl

^

  is the estimated stator flux by LPF, a = pole and qdssqdse IrVV   the phase lag  

and the gain of (3.177) can be given as: 

a

e

^

1tan


 
        (3.178) 

^
22

^

1

e

e

sl

a
V

M








       (3.179) 

where e

^

  is the estimated synchronous angular frequency given as [64]: 

d

q

eV

sl

^


qds

^





1

 

Figure 3.20 Vector diagram of the LPF and the pure integrator [64] 
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
       (3.180) 

The LPF eliminates the saturation and reduces the effect of DC offsets but at the 

same time it brings the magnitude and phase angle error due to the cut off frequency of 

the LPF. Figure 3.20 shows the phase lag of sl

^

  estimated by the LPF and the phase lag 

of qds

^

  estimated by the pure integrator. The phase lag of qds

^

  is 90
◦
 and the gain is 

e

^

/1  . However, the phase lag of the LPF is not 90
◦
 and the gain is not e

^

/1  . Hence, an 

error will be produced by this effect of the LPF. When the machine frequency is lower 

than the cutoff frequency of the LPF, the error is more severe. In order to remove this 

error, the LPF in (3.177) should have a very low cutting frequency. However, there still 

remains the drift problem due to the very large time constant of the LPF. For the exact 

estimation of the stator flux, the phase lag and the gain of sl

^

  in (3.177) have to be 90
◦
 

and e

^

/1  , respectively. Furthurmore, to solve the drift problem, the pole should be 

located far from the origin. 

Hence, the decrement in the gain of the LPF is compensated by multiplying a gain 

compensator, G in (3.181) and the phase lag is compensated by multiplying a phase 

compensator, P in (3.182) given as:  

e

ea
G

^

^
22






        (3.181) 

)exp( 1jP 
        (3.182) 
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      (3.184) 

The cutoff frequency in LPF cannot be located at fixed point far from the origin. If the 

pole is varied proportionally to the machine speed, the proportion of the machine 

frequency to the cutoff frequency of the LPF is constant. If the proportion is large, the 

estimation error will be very small. Consequently, the pole is determined to be varied 

proportionally to the motor speed as (3.185). Therefore, the pole is located close to the 

origin in very low speed range and far from the origin in high speed range. 

K
a

e

^



          (3.185)
 

where K = constant. Finally, the complete equation for stator flux estimator can be 

derived as: 
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where )sin()cos()exp( 111  jj  , 
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Simplifying (3.181) and separating into real and imaginary parts gives: 

 )(sin)(cos
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11^
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dssdsqssqs

e

ee

e

qs IrVIrV
K

Kp






 







   (3.187) 
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Figure 3.21 shows the overall block diagram of the system to estimate stator side 

flux using LPF and estimated synchronous speed of the machine. Similarly, Figure 3.22 

shows the schematic diagram of the overall DFIG wind turbine control structure. 
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Figure 3.21 Overall block diagram of the stator flux estimation using LPF [64] 
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Figure 3.22 Schematic diagram of the DFIG wind turbine control structure 
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3.12 Simulation Results 

Figure 3.23 shows the plot of stator voltage and fluxes in q and d axis. The stator 

voltage is aligned along q-axis using the reference angle given by PLL and the q-axis 

stator flux is regulated to be zero and d-axis flux gives the total stator flux. 

Figure 3.24 shows the plot of reference angle given by PLL to align the stator 

voltage along the q-axis. Figure 3.25 depicts the angular synchronous frequency of the 

system measured by the PLL and estimated by the stator flux estimator. 
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Figure 3.23 Stator voltage alignment and flux control for the decoupled control of active 

and reactive power 
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Figure 3.24 Reference angle output from PLL, se  (top) and reference angle after 

modular division by 2 , s  (bottom) 
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Figure 3.25 The angular synchronous frequency of the DFIG system measured by PLL 

and the stator flux estimator 
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Figure 3.26 Estimated stator fluxes and synchronous speed of the machine 

The estimated stator fluxes using pure integrater as well as LPF and estimated 

synchronous angular speed of the machine are presented in Figure 3.26. At t=3 sec., the 

step increase in rotor speed is applied from 391 rad/s to 400 rad/s as a result there is small 

oscillation in flux and speed estimated values which settles down quickly as shown in 

Figure 3.26. 

Furthurmore, simulation studies are carried out for a 1.5 MW DFIG-based WECS 

to verify the effectiveness of above described control system under varying wind speed. 

Two different simulation studies are done for assessing the performance of the control 
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system discussed above. In the first case shown in Figures 3.27 and 3.28, the step 

decrease in wind speed from 12 m/s to 8 m/s is created at t = 8 s, the rotor speed and 

active power output varies according to wind speed where as reactive power is regulated 

to a constant value. Again at t = 5 s, step increase in reactive power supplied by stator 

side is applied and at t = 10 s, step increase in reactive power supplied by GSC is applied. 

Both cases do not affect the active power output of the DFIG which proves the decouple 

control of active and reactive power. 

Figure 3.29 (a) shows the wind speed profile of DFIG-based WECS. The wind 

speed varies in a range of 4  m/s around its mean value of 12 m/s which is the rated 

wind speed of the turbine. The variation of wind speed causes change of operation mode 

in the wind turbine system. When the wind speed is less than rated speed, wind turbine is 

operating in MPPT mode so CP = 0.48 and tip speed ratio = 8.1 with pitch angle = 0. 

When the wind speed is more than rated speed, pitching control starts operating as a 

result, CP < 0.48, tip speed ratio < 8.1 and pitch angle > 0 as shown in Figure 3.29 (b), 

Figure 3.29 (c), and Figure 3.29 (d), respectively. Figure 3.29 (e) shows the independent 

control of active and reactive power in DFIG as explained above. When the wind speed 

varies, the active power output varies accordingly but the reactive power is always 

regulated to zero, i.e. unity power factor operation of both RSC and GSC. By doing so, 

the power factor of the overall DFIG wind turbine system can be regulated according to 

the requirement. During the entire operation period of the wind turbine, GSC maintains 

the DC-link voltage in back to back converter of the DFIG to a constant value. 
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Figure 3.27 Simulation results of 1.5 MW DFIG-based WECS for step change in wind 

speed and corresponding rotor speed as well as DC-link voltage 
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Figure 3.28 Simulation results of 1.5 MW DFIG-based WECS for step change in wind 

speed showing decoupled control of active and reactive power with corresponding 

modulation indexes in RSC and GSC 
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Figure 3.29 Simulation results of 1.5 MW DFIG-based WECS: (a) wind speed, (b) 

Coefficient of performance, (c) tip speed ratio (d) pitch angle and (e) Total active and 

reactive power output. 
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Hence, in this chapter, modeling and controller development for variable-speed 

variable-pitch wind turbine is presented. Vector control technique is implemented for 

decoupled control of active and reactive power in DFIG connected to power grid. The 

decoupled control of the rotor speed, stator side supplied reactive power, DC-link voltage 

and GSC supplied reactive power is verified by calculating the overall transfer function 

of the system. The dynamic characteristics of the DFIG-based WECS are studied during 

varying wind speed inputted to the wind turbine. In Chapter 4, the steady state 

characteristics of DFIG wind turbine system and its reactive power capability are 

presented. 
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CHAPTER 4 

REAL AND REACTIVE POWER CAPABILITY OF DFIG WIND 

TURBINE SYSTEMS 

In this chapter, the DFIG steady state behavior is investigated by analyzing its 

steady state operating characteristics. The aerodynamic, mechanical, and electrical steady 

state characteristics of the DFIG-based WECS are analyzed. The steady state reactive 

power capability study of the DFIG is done in the last section of this chapter. 

4.1 Real Power Flow Analysis 

In this section, set of steady state equations of the DFIG system are gathered. 

Those equations are solved simultaneously to obtain the steady state real power flow 

curves in the sator and rotor side of the DFIG by varying the rotor speed from sub-

synchronous speed to super synchronous speed. The machine is assumed to be operating 

in unity power factor mode, i.e. reactive power output from the machine is zero. 

4.1.1 Steady State Equations 

The steady state equations of the DFIG are obtained from the machine voltage 

Equations (3.1) to (3.8) with all the time derivatives equal to zero as: 

drmedsseqssqs ILILIrV          (4.1) 

qrmeqssedssds ILILIrV          (4.2) 

    drrredsmreqrrqr ILILIrV        (4.3) 

    qrrreqsmredrrdr ILILIrV        (4.4) 
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As shown in above four equations, for given stator voltage which is directly 

connected to grid ( qsV , dsV ), synchronous speed ( e ) and rotor speed ( r ) or wind 

speed ( wV ), (4.1) - (4.4) is a system of four equations and six unknowns ( qrV , drV , qsI , 

dsI , qrI , and drI ). Hence, two more equations have to be specified so that an operating 

point can be determined. In the wind energy conversion applications, it is sensible to 

impose a constraint on the electrical torque (or rotor speed) for maximum power 

captured, and the other constraint on the reactive power (or power factor) for terminal 

voltage control. The two constraints can be written as: Mechanical Torque = Electro-

magnetic Torque, i.e.: 

 qsdrdsqrmm IIIIL
P

T 
4

3
       (4.5) 

In wind turbine system, if wind speed is less than rated speed, from Equation (3.39): 
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      (4.6) 

If the wind speed is more than rated speed, the mechanical torque from the wind 

turbine is given as: 

ratedr

ratedm

m

P
T

_

_


         (4.7) 

where ratedmP _  is the rated power and ratedr _  is the rated rotor speed of the DFIG wind 

turbine system. 

If DFIG is operating in unity power factor operation mode: 
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0)(
2

3
 qsdsdsqss IVIVQ        (4.8) 

If DFIG is operating in constant terminal voltage operation mode: 

222

tdsqs VVV          (4.9) 

where tV  is the desired DFIG terminal voltage magnitude. 

As explained in Chapter 3, the constraints (4.5) and (4.8) or (4.9) are the control 

objectives of the RSC. The torque reference refT is such that maximum power tracking is 

achieved in MPPT operation mode and rated torque tracking is achieved in pitch control 

(constant power) operation mode. The reactive power refsQ _  is determined by the desired 

power factor or terminal voltage and by the reactive power sharing policy with the GSC. 

In the DFIG, rotor side is connected to the grid through back-to-back power 

converters whose steady state equations are discussed below. Since, DC-link capacitor 

does not exchange any DC current during steady state, i.e.: 

    0
4

3

4

3
 dfdfqfqfdrdrqrqr IMIMIMIM      (4.10) 

where qrM  and 
drM  are RSC modulation indexes, qrI and 

drI are current flowing into
 

RSC, qfM  and dfM  are GSC modulation indexes, and qfI  and dfI are currents flowing 

out from GSC to grid. Here, it should be noted that during steady state, DC-link voltage 

Vdc is constant so 
dc

qr

qr
V

V
M

2
  and 

dc

dr
dr

V

V
M

2
 .

 

Using Kirchhoff‟s voltage law (KVL) during steady state across RL filter given by (3.98) 

and (3.99) as: 
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If the GSC is operating in unity power factor mode, then: 

0)(
2

3
 qfdsdfqsGSC IVIVQ        (4.12)

 

In overall DFIG system, we have ten steady state Equations (4.1)-(4.5), (4.8) or 

(4.9) and (4.10)-(4.12) and ten unknowns which are: qsI , dsI , qrI , drI , qfI , dfI , qfM , 

dfM , qrM
 
and drM . Hence we can get a unique solution of the system, i.e. particular 

operating point. 

4.1.2 Steady State Characteristics 

The steady state aerodynamic characteristics of variable-speed variable-pitch wind 

turbine system are discussed based on the aerodynamic equations of the wind turbines 

system given by (3.37) and (3.38) is shown in (4.13). Variable speed-variable pitch wind 

turbine basically operates in two modes, MPPT mode in low wind speed and pitch 

control mode in higher wind speed more than rated speed (12 m/s in this study). 


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   (4.13) 

As given by (4.13), mechanical power from wind is function of Cp which in turn is 

function of pitch angle and tip speed ratio (see Figure 3.8). So if wind turbine is operating 

in MPPT mode, Cp should be maximum (= 0.48 as shown in Figure 4.1) in which case,  
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Figure 4.1 Steady state coefficient of performance in variable speed wind turbine 
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Figure 4.2 Steady state aerodynamic characteristics of wind turbine system, (a) tip speed 

ratio and (b) pitch angle 
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pitch angle will be zero and tip speed ratio will be maximum (see Figures 3.8, 4.2(a) and 

4.2(b)). As the wind speed increases more than rated wind speed, pitch control should be 

activated so as to limit the wind turbine from getting overload. When the pitch angle 

increases, Cp decrease (so does the tip speed ratio) and less mechanical power from wind 

is extracted as shown in Figures 4.1 and 4.2. Figure 4.3 shows the various steady state 

control settings proposed in the DFIG-based WECS for MPPT mode and pitch regulation 

modes. In the low wind speed (MPPT mode), power output is proportional to the wind 

speed and rotor speed is also proportional to wind speed. At higher wind speed, control 

setting should be set in such a way that the wind turbine operates at rated power and rated 

rotor speed as depicted in Figure 4.3. 

Figures 4.4 - 4.11 show the steady-state characteristics obtained by solving 

Equations (4.1)-(4.5), (4.8) or (4.9) and (4.10)-(4.13), under the assumptions that the 

terminal voltage is at nominal level ( 1qsV  and 0dsV ) and the DFIG is operating at 

unity power factor ( 0 GSCs QQ ). Figure 4.3 shows that DFIG is able to produce active 

power ( 0DFIGP ) at unity power factor regardless of the wind speed variation. In 

addition, the DFIG is able to operate optimally in low wind speed regime by capturing 

maximum input power over a wide range of wind speed and rotor speed. It is seen that 

choosing a higher rated rotor speed gives lower electrical torque in rated regime since the 

rated torque is defined as the rated air gap power (rated output power plus losses) divided 

by the rated rotor speed, i.e. 
rated

lossesoutput

ratede

PP
T




_ . 

The control of the wind turbine shown in Figure 4.3 is targeted to maintain both the 

mechanical speed of the turbine shaft and the generator power output to be within rated 
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(c) 

Figure 4.3 Steady state control settings of DFIG-based wind turbine system for various 

wind speeds, from top to bottom: (a) total active power, (b) rotor speed, and (c) Te 

limits, while at the same time extracting as much power from the wind as possible and 

converting it into electrical power. 

Figure 4.4 and Figure 4.5 show the steady state power flow in stator side and rotor 

side and the total power flow in DFIG for different rotor speeds (Wr). As shown in Figure 

4.4, the stator side is underutilized when the rotor speed exceeds rated speed, i.e. stator 
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supplied power decreases to maintain total output power within the turbine power rating. 

So if the turbine power rating is more than the DFIG, then the DFIG wind turbine system 

can be operated as shown in Figure 4.5 to extract more power from the wind utilizing the 

same DFIG at super-synchronous speed operation mode, i.e. generator can generate more  
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Figure 4.4 DFIG steady state power flows in the stator and rotor and the total power flow 

with the assumption that power ratings of DFIG and wind turbine are equal 
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Figure 4.5 DFIG steady state power flows in the stator and rotor and the total power flow 

with assumption that power rating of wind turbine > power rating of DFIG 
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than 100% output power. In other words, smaller power rated DFIG can be coupled with 

bigger power rated wind turbine to generate the electrical power without overloading 

DFIG. 

The DFIG consists of a three phase induction generator with three phase windings 

on the rotor. The rotor is connected to a converter which supplies power to the rotor via 

the slip rings. The power electronic converter is capable of handling power flow in both 

directions which permits the DFIG to operate at both sub-synchronous and super-

synchronous speeds. The DFIG produces controlled voltage Vs at grid frequency sf  at 

the stator and variable voltage Vr is provided at the rotor at variable frequency rf . The 

frequency of the rotor depends on the angular velocity of the rotor which in turn depends 

on the wind speed. Let wf  be the electrical frequency of revolution of the rotor. The 

following relation always holds true between these various frequencies: 

rsw fff   

The positive sign above is for the super-synchronous operation where rotor speed 

exceeds rated speed, 0rf  for synchronous speed and negative sign is for sub-

synchronous operation when rotor speed is less than rated speed. 

According to the steady state power flow curves shown in Figures 4.4 and 4.5, a 

DFIG has three distinct operation modes based on the direction of active power flow in 

the stator and rotor sides of the DFIG as represented clearly with equivalent block 

diagram in Figure 4.6. It can be observed from Figure 4.6 that, at sub-synchronous speed 

operation, the rotor speed is slower than the synchronous speed, i.e. the slip is positive. In 

order to generate power in this mode of operation, positive slip power must be obtained 

by injecting power from the grid into the rotor by means of a power converter, i.e. rotor 



99 

 

side absorbs power from grid to provide excitation to the DFIG. Therefore, closed loop 

power flow occurs through the rotor and the stator but still the net power output will be 

positive, i.e. DFIG generates power in the sub-synchronous operation speed range as 

well. 

During the synchronous speed operation point, the rotor side is not involved in the 

power generation process, i.e. active power exchange via rotor side is zero and only the 

stator side will supply generated power to the grid. 

In super-synchronous operation speed range, mechanical power from the shaft 

splits into two parts; the largest part of the power goes to the grid through the stator and a 

fraction of the power goes through the converter to the grid, i.e. both stator and rotor 

generate power and supply it to grid as a result the total power output will be high.  
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Figure 4.6 DFIG stator and rotor active power flow direction during different rotor speed 
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From Figure 4.7, it can be interpreted that at synchronous speed, the rotor voltage 

magnitude will be minimum, i.e. very close to zero but at both super-synchronous as well 

as sub-synchronous speed, (i.e. slip not equal to zero), the rotor voltage magnitude 

increases as the slip (both +ve and -ve) increases. It is well known fact that every 

electrical induction machine has a rated rotor side voltage so the rotor voltage magnitude 

is one of the constraints for limited speed range operation of DFIG. The rotor side draws 

the reactive power from RSC at sub-synchronous speed as a result the power factor of the 

machine is very poor (low) at sub-synchronous speed. But when the machine operates in 

super-synchronous speed, rotor side also supplies reactive power to the machine for its 

excitation as a result the rotor side power factor also improves. 
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Figure 4.7 Rotor voltage magnitude, rotor side power factor and rotor supplied reactive 

power in DFIG 
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Figure 4.8 shows the modulation indexes of the RSC and the GSC when the rotor 

speed varies from 0.3 pu to 1.5 pu. The modulation indexes magnitude (shown by the red 

solid line) are less than 1 in both converters for the entire range of rotor speed. 

From Figure 4.9, it is clear that to generate the same amount of total active power 

and reactive power from the same DFIG with two different rated rotor speeds, at higher 
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Figure 4.8 Modulation indexes of (a) Grid Side Converter (b) Rotor Side Converter 
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rated rotor speed, the electromagnetic torque that DFIG has to develop is lower. As a 

result, the stator side current magnitude as well as rotor side current magnitude is lower at 

higher rated rotor speeds which is depicted in Figures 4.10 and 4.11, respectively. 

Hence, higher value of rated rotor speed is better from the converter rating 

viewpoint, as the current magnitudes in rated regime are lower. The rated rotor speed is 

usually chosen in the super-synchronous region at a value less than the maximum rated 
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Figure 4.9 Electromagnetic torque, total active power and total reactive power developed 

by DFIG at two different rated rotor speeds (a) erated  2.1  and (b) erated  1.1  
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speed. The margin required between rated  and max_r  depends on the speed of the 

pitching mechanism and generator inertia. Lighter generators with slower pitching 

require a larger margin since they accelerate more quickly and the pitch control takes 
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(b) 

Figure 4.10 Stator Current Magnitude in DFIG at two different rated rotor speeds 

(a) erated  2.1  and (b) erated  1.1  
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(b) 

Figure 4.11 Rotor Current Magnitude in DFIG at two different rated rotor speeds 

(a) erated  2.1  and (b) erated  1.1
 

 

longer to limit the input torque. Usually the DFIG has 3.1max_ r p.u. because of various 

constraints like rotor voltage magnitude, rotor current magnitude, and stator current 

magnitude ratings. 
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4.2 Reactive Power Capability 

4.2.1 Introduction 

Most of the newly installed megawatt size WECS are DFIGs. The increasing level 

of wind power penetration into the power grid has generated a widespread concern over 

its impact on power system performance. As a result, utility companies have set some 

requirements (also called grid codes) to be fulfilled before connecting the wind turbine to 

the grid [65]. A key requirement for plant operation is that the power factor at the PCC 

must remain between 0.95 leading and 0.9 lagging [41]. The reason for this ruling is that 

reactive power capability for a wind plant is a significant additional cost compared to 

conventional units consisting of synchronous generators which possess inherent reactive 

power capability. Another significant focus of the grid codes has been on the active and 

reactive power control capability of the wind turbines so as to support the control of 

frequency and voltage in the grid, respectively [65].  

Reactive power is essential for the stable operation of the power system. It 

facilitates the flow of active power from the generation sources to the load centers and 

maintains the various bus voltages within prescribed limits [66]. Stable operation of 

power systems requires the availability of sufficient reactive power generation. Both 

static and dynamic reactive power sources play an important role in voltage 

controllability of the power system. Hence accurate evaluation of the reactive power 

capability of wind turbines is very critical to assess the voltage controllability of the 

power system containing wind turbines and to prevent the voltage violations in all nodes 

of the power system. A DFIG being the most dominant wind generator installed in 
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current wind farms has significant impacts in the current power system stability and 

control. Hence it is very important to analyze the reactive power capability of the DFIG.  

4.2.2 Reactive Power Capability Limitations with DFIG 

To determine the reactive power limits in DFIG, the electromechanical 

characteristics of the generator and the power converter have to be taken into 

consideration. Although, the DFIG wind turbines are able to control active and reactive 

power independently, the reactive power capability of those generators depend on the 

active power generated, the slip and the limitation due to following design parameters 

[34, 35]: 1) rotor voltage, 2) stator current, and 3) rotor current. The stator voltage is 

given by the grid which can be assumed fairly constant, and is not influenced by the wind 

turbine design. The stator current limit depends on the generator design, whereas the 

rotor voltage and rotor current limits depend on generator as well as power converter 

designs. The size of power converter is limited (about 25-30% of the total MVA rating). 

The rotor voltage limitation is essential for the rotor speed interval, because the required 

rotor voltage to provide a certain field is directly proportional to the slip. Hence, the rotor 

speed is limited by the rotor voltage limitation. 

4.2.3 Mathematical Model of the DFIG System 

In the following section, a mathematical model of the DFIG is used for the 

calculation and derivation of its reactive power capability in terms of the active vs 

reactive power curve (P - Q diagram). The fundamental idea is to set the boundaries 
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defined by the rotor current, the rotor voltage, and the stator current combined together as 

well as separately so as to study the effect of each of them separately at the end.  

The DFIG steady state voltage equations in complex form are given by (4.14) and 

(4.15). All the variables are referred to the stator side. 

qdrmeqdsseqdssqds ILjILjIrV        (4.14) 

    qdrrreqdsmreqdrrqdr ILjILjIrV       (4.15) 

where dsqsqds jVVV  , drqrqdr jVVV  , dsqsqds jIII 
‟
 drqrqdr jIII  , e  is the 

synchronous speed, mlss LLL   and 
mlrr LLL  . 

The equivalent circuit diagram represented by (4.14) and (4.15) is shown in Figure 4.12. 

From (4.14), we can write: 
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From (4.15) and (4.16): 
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Figure 4.12 The DFIG steady state equivalent circuit 
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Now we know the stator side supplied apparent power in DFIG is given as: (- sign 

is for generation mode) 

*

2

3
qdsqdssss IVjQPS         (4.19) 

From Equations (4.16) and (4.19): 
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We know that: 

sP  Real ][ sS         (4.21) 

Simplifying Equation (4.20) and separating into real and imaginary parts: 
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           (4.22) 

Similarly, the apparent power generated by rotor side in DFIG is given as: 

*

2

3
qdrqdrrrr IVjQPS         (4.23) 

rP Real ][ rS          (4.24) 

Substituting (4.18) into (4.23) and separating into real and imaginary parts gives: 




























222222

222

22

)(

)()(

)(

)()(

)(

)()(
)(

2

3

ses

drqsqrdsmsre

ses

drdsqrqsmsree

ses

drqrmsree

drqrrr
Lr

IVIVLr

Lr

IVIVLL

Lr

IILr
IIrP













           (4.25) 

Hence the total power output of DFIG system is: 

rsTotal PPP          (4.26) 
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4.2.4 Plotting PQ Diagram of DFIG for MPPT and Pitch Control Mode 

Here the objective is to plot the optimum P-Q diagram of the DFIG system. The 

recommended way to study the reactive power capability of the DFIG machine is to use 

the optimization method subjected to the following equality constrints constraints and 

inequality constraints.Also the rotor speed ( r ) and the total real the power output ( totalP ) 

of the DFIG should be varied according to the MPPT mode or Pitch control operation 

mode relation described at the beginning of the chapter. 

The steady state stator voltage and rotor voltage equation in DFIG is given as: 

drmedsseqssqs ILILIrV          (4.27) 

qrmeqssedssds ILILIrV          (4.28) 

    drrredsmreqrrqr ILILIrV        (4.29) 

    qrrreqsmredrrdr ILILIrV        (4.30) 

In the DFIG, rotor side is connected to the grid through back-to-back power 

converters. In steady state, DC-link capacitor does not exchange any DC current, i.e.: 

    0
4

3

4

3
 dfdfqfqfdrdrqrqr IMIMIMIM     (4.31) 

Using Kirchhoff‟s voltage law (KVL) across RL filter given by (4.11): 

qsdffeqff
dc

qf VILIr
V

M  
2

       (4.32)
 

dsqffedff
dc

df VILIr
V

M  
2

       (4.33) 

where qrM  and 
drM  are RSC modulation indexes, qrI and 

drI are currents flowing into 

RSC, qfM  and dfM  are GSC modulation indexes, and qfI  and dfI are currents flowing 
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out from GSC to grid. Here, it should be noted that during steady state, DC-link voltage 

Vdc is constant so 
dc

qr

qr
V

V
M

2
  and 

dc

dr
dr

V

V
M

2
 . 

The optimization should be done for the objective function given by (4.34) subjected 

under the equality constraints (4.27)-(4.33) and inequality constraints (4.35) - (4.37). 

)(
2

3
)(

2

3
qfdsdfqsqsdsdsqsfstotal IVIVIVIVQQQ      (4.34) 

ratedss II _         (4.35) 

ratedrr II _         (4.36) 

ratedrr VV _         (4.37) 

The approach implemented in this particular study is to vary the total active 

power (Ptotal) with rotor speed varying proportional to power output in MPPT mode and 

power output is maintained at rated power in pitch control mode. The rotor current 

magnitude is set to its rated value (
ratedrqdr II _ ) because it is typically the limiting factor 

for production of reactive power in DFIG (see Figure 4.14). The stator current and rotor 

voltage magnitudes are limited within the rated value, i.e. 
ratedsqds II _  and 

ratedrqdr VV _ . 

The corresponding reactive power (Qtotal) is calculated and plotted against total active 

power. The approach used to get the P-Q diagram is explained in following steps: 

 Step I 

Since the sV  is reference grid voltage, we can write: 0 sssqds VVV  , hence 

sssqs VVV  cos  and 0sin  ssds VV  . Similarly, irrqr II cos  and irrdr II sin . 

Substituting qsV , dsV , qrI  and drI into Equation (4.26): 
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


















22222

2

22
)())((

cossin)2(

)(

1

2

3

rmsreersesr

irrsmsreirrsmsress

ses

Total
ILrILrr

IVLLIVLrVr

Lr
P






 

           (4.38) 

 Step II 

At boundary condition, we have: ratedrr II _ .  

From (4.27), we can get rotor current angle ( ir ) at the boundary condition by varying the 

total power output of the DFIG from 0 to 1 pu. Equation (4.38) gives two rotor current 

angles ( 1ir  and 2ir ), one for motoring mode and another for generating mode. 

From (4.16): 

ses

qdrmeqds

qds
Ljr

ILjV
I








        (4.39) 

For known value of rotor current angles ( 21 irir and  ) from (4.38), we can get stator 

current magnitude and angles ( 21 isis and  ) using (4.39). If magnitude of qdsI  is less 

than ratedsI _ , then proceed to next step. 

 Step III 

Now from Equation (4.15): 

    qdrrreqdsmreqdrrqdr ILjILjIrV       (4.40) 

Here rI  and sI  are known so after knowing their corresponding angles using 

(4.38) and (4.39), solve (4.40), if the magnitude of qdrV  is less than ratedrV _ , calculate the 

corresponding reactive power. 

In this study, GSC is assumed to be operating in unity power factor mode because 

of the following reasons: 
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1. This scenario gives the worst reactive power capability of DFIG. If GSC is supplying 

reactive power then the reactive power capability of DFIG system will be enhanced.  

2. In the commercially available DFIG, the GSC is designed to operate at unity power 

factor [21, 22, 41]. 

3. The current (or MVA) rating of the GSC has to be increased significantly if GSC has 

to supply reactive power which is discussed in more detail in Chapter 5. 

 Step IV 

Hence, in this study, the stator supplied reactive power is equal to the total reactive 

power output from DFIG, i.e. 































*

2

3

ses

rmes
ssTotal

Ljr

ILjV
VimagQQ




    (4.41) 

Figures 4.13 (a) shows the P-Q diagram of DFIG system obtained by following 

above explained procedure and assuming the stator voltage (or grid voltage) to be 1 pu 

and rotor speed being the rated rotor speed (1.2 pu in this study). The 0.9 power factor 

(both leading and lagging) line is also included in the same plot. According to the Figure 

4.13 (a), when the DFIG starts to generate more than 82 % of the rated power, the amount 

of reactive power that DFIG can supply, is not enough to maintain + 0.9 pf (leading) 

which is the requirement for interconnecting DFIG wind turbine to power grid according 

to grid code. 

As shown in Figure 4.13 (b), when the wind turbine starts to operate in blade 

pitching mode where the active power output is maintained at rated power output of the 

DFIG, the reactive power capability of DFIG gets enhanced. 
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Figure 4.13 DFIG steady state reactive power capability curves: (a) active vs. reactive 

power (b) rotor speed vs. reactive power 
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Figure 4.14 Comparison of three limiting quantities at rated rotor speed ( pur 2.1 ) 

Figure 4.14 demonstrates that at low rotor speed, the rotor voltage limits the 

reactive power production capability (generating mode) and stator current limits the 

reactive power absorption capability. But at higher rotor speed, the rotor current limits 

the reactive power production capability whereas the stator current limits the reactive 

power absorption capability (motoring mode). The rotor voltage limitation in the 

motoring mode is not a problem and it falls beyond the range shown in the Figure 4.14. 

Figure 4.15 shows that the reactive power capability of DFIG degrades with the 

reduced terminal voltage. Hence if the wind turbine is connected to weak grid where 

terminal voltage will be usually under-voltage, the wind turbine is unable to maintain the 
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Figure 4.15 DFIG steady state reactive power capability curves at different DFIG 

terminal voltages 

the required power factor demand at the PCC without having additional reactive power 

source even when the wind turbine is operating as low as 65 % of the rated power. 

However, if the grid voltage is over-voltage, the DFIG reactive power capability is 

enhanced. But this is not the appropriate way to operate DFIG because higher terminal 

voltage means higher stator voltage which might affect the generator. For instance, high 

voltage can damage the insulation system in the generator winding. 
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4.2.5 Plotting PQ Diagram of DFIG 

In the previous section, process of plotting PQ diagram of DFIG operating in 

MPPT mode and pitch control mode is discussed. In this section, more generalized 

method of plotting PQ diagram of DFIG is presented where the rotor speed is varied 

independent of the powe output of the machine. Here the objective is to plot the PQ 

diagram of the DFIG system. 

The steady state stator voltage and rotor voltage equation in DFIG is given as: 

drmedsseqssqs ILILIrV          (4.42) 

qrmeqssedssds ILILIrV          (4.43) 

    drrredsmreqrrqr ILILIrV        (4.44) 

    qrrreqsmredrrdr ILILIrV        (4.45) 

Since the sV  is reference grid voltage, we can write: 0 sssqds VVV  , hence 

sssqs VVV  cos  and 0sin  ssds VV  . Similarly, vrrqr VV cos , Vrrdr VV sin , 

issqs II cos , issds II sin , irrqr II cos  and irrdr II sin . 

In the DFIG, rotor side is connected to the grid through back-to-back power 

converters. In steady state, DC-link capacitor does not exchange any DC current, i.e.: 

    0
4

3

4

3
 dfdfqfqfdrdrqrqr IMIMIMIM      (4.46) 

Using Kirchhoff‟s voltage law (KVL) across RL filter given by (4.11): 

qsdffeqff
dc

qf VILIr
V

M  
2

       (4.47)
 



117 

 

dsqffedff
dc

df VILIr
V

M  
2

       (4.48) 

where qrM  and 
drM  are RSC modulation indexes, qrI and 

drI are currents flowing into 

RSC, qfM  and dfM  are GSC modulation indexes, and qfI  and dfI are currents flowing 

out from GSC to grid. Here, it should be noted that during steady state, DC-link voltage 

Vdc is constant so 
dc

qr

qr
V

V
M

2
  and 

dc

dr
dr

V

V
M

2
 . 

The stator side voltage is the grid voltage whose magnitude is also known. At the 

boundary of the PQ diagram, the rotor current, rotor voltage and stator current magnitude 

are equal to their rated values. 

1) ratedss II _  

2) ratedrr II _  

3) ratedrr VV _  

So, the overall system has seven equations (4.42) – (4.88) and seven unknowns 

which are: is , vr , ir , qfM , dfM , qfI  and dfI . By varying the rotor speed, active and 

reactive powers are calculated using: 

)(
2

3
dsdsqsqss IVIVP          (4.49) 

)(
2

3
qsdsdsqss IVIVQ           (4.50) 

)(
2

3
dfdsqfqsf IVIVP           (4.51) 

)(
2

3
qfdsdfqsf IVIVQ          (4.52) 

fstotal PPP           (4.53) 
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fstotal QQQ          (4.54) 

Varying the rotor speed within operation range of DFIG, totalP  vs. totalQ  can be plotted. 

4.3 Connecting STATCOM at the PCC with DFIG-based WECS 

It can be clearly seen in Figure 4.13 that the reactive power capability of DFIG is 

not enough to maintain required power factor at the PCC when the DFIG is operating at 

higher rotor speed (more than 1.1 pu and corresponding output active power being 0.82 

pu). According to grid code requirement, WECS should be operating up to 0.9 lagging pf 

to support the stability of the connected power system. So to meet this requirement, we 

need extra reactive power source. Here STATCOM is proposed as a dynamic reactive 

power source because of its many advantages explained in detail in Chapter 5 compared 

to other reactive power sources. Here, the STATCOM is connected at the PCC as shown 

in Figure 4.16 and the power grid is modeled as an infinite bus, i.e. constant voltage  
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STATCOM

1r 1L1I

2I

1V

2

dcV

C
N

IGBT Driver Circuit

2
dcV

PCC

Grid

DFIG

 
 
 

Wind 

Turbine

DC link

RSC GSC

wI
Transformer

Gear

Box

 

Figure 4.16 STATCOM connected to DFIG-based WECS at PCC 
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source, the reactive power required is provided by the combination of DFIG and 

STATCOM. The detail operation, modeling, and control of STATCOM are explained in 

Chapter 5. 

4.3.1 Mathematical Model of the STATCOM 

In this section, a mathematical model of the STATCOM during the steady state is 

used to derive the reactive power output expression from STATCOM and it is co-related 

with the DFIG reactive power capability to draw the reactive power capability curve of 

the combined STATCOM and DFIG system. 

The steady state equations of the STATCOM connected to the power grid as shown 

in Figure 4.16 is obtained by applying KVL from STATCOM to the PCC as: 

11111 deqqsq ILIrVV         (4.55) 

11111 qeqdsd ILIrVV         (4.56) 

where 1qV , 1dV , qsV and dsV are q and d axis voltage at STATCOM terminal and PCC, 

respectively. 1qI  and 1dI are the q and d axis current outputs from STATCOM. 1r  and 1L  

are the resistance and inductance of the tie line connecting STATCOM to the PCC.  

At steady state, DC-link current balance equation in STATCOM is: 

0)(
4

3
11  ddsqqs IMIM        (4.57) 

where qsM and dsM are q and d axis modulation indexes in STATCOM. We know that the 

STATCOM terminal voltages are given by: 
2

1

dcqs

q

VM
V   and 

2
1

dcds
d

VM
V  ; dcV  being 

the DC-link voltage. Substituting Vq1 and Vd1 into (4.55) and (4.56): 
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1111
2

deqqs

dcqs
ILIrV

VM
       (4.58) 

1111
2

qedds
dcds ILIrV

VM
       (4.59) 

If the amount of reactive power STATCOM is supplying to the system is known 

( *

sQ ) then: 

)(
2

3
11

*

qdsdqss IVIVQ         (4.60) 

Equations (4.47), (4.48), (4.49), and (4.50) are the required steady state equations. And 

qsM , dsM , 1qI , and 1dI are four unknowns so we can get the unique solution of the 

system, i.e. particular operating condition. 

From Equations (4.48) and (4.49): 

2

1

2

1

11

1
)(

22

Lr

V
VM

LV
VM

r

I
e

ds
dcds

eqs

dcqs

q

























      (4.61) 

2

1

2

1

11

1
)(

22

Lr

V
VM

rV
VM

L

I
e

ds
dcds

qs

dcqs

e

d

























      (4.62) 

Substituting Iq1 and Id1 from (4.11) and (4.12) to (4.57) and further simplification gives: 

0)( 22  dsqsdsqs NMKMMMa       (4.63) 

where 
2

1
dcV

ra  , dsqs VLVrK 11   and qsds VLVrN 11   

Again, substituting Iq1 and Id1 from (4.61) and (4.62) to (4.60) and further simplification 

gives: 

dsqs cMbM          (4.64) 
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where 
dsqse

dsqs

dc

e
e
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s
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
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


 

Now substituting (4.64) into (4.63) gives: 

0)2()1( 222  bKabMabcNcKMca dsds     (4.65) 

Solving (4.55) gives: 

)1(2

))(1(4)2(2
2

22

2,1





ca

KabcababcNcKcKabcN
M ds

  

 (4.66) 

Substituting 2,1dsM from (4.66) to (4.64) gives 2,1qsM as follows: 

)1(2

))(1(4)2(2
2

22

2,1





ca

KabcababcNcKcKabcN
cbM qs

  (4.67) 

Only the +ve sign for 2,1dsM  and 2,1qsM  in (4.66) and (4.67) for some value of *

sQ  gives 

122  dsqsx MMM  which is the feasible solution. 

Hence dsM  and qsM are given as: 

)1(2

))(1(4)2(2
2

22






ca

KabcababcNcKcKabcN
M ds

   (4.68) 

)1(2

))(1(4)2(2
2

22






ca

KabcababcNcKcKabcN
cbM qs

  (4.69) 

When the 01 r  then (4.68) and (4.69) gives: 




















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3

22 1

*

ds
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s

es

dc

qs

M

V
V

LQ

V
M


       (4.70) 

Since the q and d-axis modulation indexes can be only real values, i.e.: 

0))(1(4)2( 22  KabcababcNcK      (4.71) 
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Solving (4.71) gives the condition for both modulations indexes to be always real as: 

*

2

1
4

3

s

s

Q

V
r           (4.72) 

So, range of 1r  for which the solution given by (4.68) and (4.69) exists is 
*

2

1
4

3
0

s

s

Q

V
r  . 

Based upon (4.72), since the steady state voltage is constant then when the 

resistance 1r  increases, maximum value of reactive power STATCOM can supply 

decreases. As shown in Figure 4.19, the maximumvalue of *

sQ  is 0.2 pu, and steady state 

voltage is 1 pu, using (4.72), 1r  can go upto 3.75 pu. The value of 1r  used in this study is 

0.05 pu which satisfies (4.72). Figure 4.17 shows the maximum value of reactive power 

STATCOM can supply for various values of line resistance at different PCC voltages. 
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Figure 4.17 Maximum values of reactive power STATCOM can supply for various 

values of line resistance 
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Now, in the overall Ptotal - Qtotal curve plotting, another one more condition should 

be satisfied, i.e. 1)( 22  dsqs MM . 

Here, STATCOMDFIGTotal QQQ  . 

The flowchart for drawing reactive power capability curve (P-Q diagram) of the 

DFIG wind turbine system with STATCOM at the PCC to meet the reactive power 

requirement (or power factor requirement) is shown in Figure 4.18. 

The reactive power capability diagram of overall DFIG-based WECS with 

STATCOM connected at PCC is shown in Figure 4.19. When the DFIG does not have 

enough reactive power, STATCOM supplies the additional reactive power to maintain 
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Figure 4.18 Flowchart for plotting PQ diagram of DFIG-based WECS with STATCOM 



124 

 

0.2 0.4 0.6 0.8 1 1.2 1.4
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8
With STATCOM connected at PCC

Rotor Speed [pu]

T
o
ta

l 
R

e
a
c
ti
v
e
 P

o
w

e
r 

[p
u
]

+0.9 pf

-0.9 pf

Motoring Mode

Generating Mode

Qstatcom

 

Figure 4.19 Reactive power capability diagram of overall DFIG-based WECS with 

STATCOM at various rotor speeds 

0.9 pf during entire operation region of the DFIG to meet the grid code requirement. As 

depicted in Figure 4.19, STATCOM has to supply maximum of 0.2 pu reactive power, 

which gives the rating of the STATCOM required to fulfill the steady state reactive 

power (or power factor) requirement.  

Therefore, in this chapter, steady state characteristics of the DFIG-based WECS 

are presented and the steady state reactive power capability of the DFIG is shown in the 

form of PQ diagram. It is observed that, DFIG has limited reactive power capability so 

installation of STATCOM at the PCC as an additional reactive power source to fulfill the 

reactive power requirement is proposed. In the Chapter 5, the use of STATCOM 

connected at the PCC to regulate the steady state voltage as well as improving the 

dynamic response of DFIG wind turbine system during grid side disturbance is discussed. 
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CHAPTER 5 

VOLTAGE REGULATION IN DFIG-BASED WIND TURBINE 

SYSTEM USING STATCOM 

5.1 Introduction 

Most large size wind turbines are generally located at remote places or offshore 

because of the noise pollution created by wind turbines, large dimension of wind turbine 

and its ancillary components, better wind condition and impact on the scenery. Those 

areas typically have electrically weak power grids characterized by low short circuit 

ratios, low X/R ratio of the transmission line, and under-voltage conditions. Voltage 

instability problems occur in a power system that cannot supply the reactive power 

demand during disturbances like faults, heavy loading, and voltage swelling/sagging. In 

case of wind turbine system, the aerodynamic behavior of the wind turbine and variable 

nature of wind also causes its output voltage fluctuation. Voltage regulation refers to the 

task of keeping node voltages in the system within the tolerable bandwidth (normally 5% 

to 10%) in the whole power system. It is very important to notice that the particular bus 

voltage is local quantity and hence it is very difficult and costly to control the bus voltage 

at the remote node by the use of conventional power stations consisting of synchronous 

generators and synchronous condensers located elsewhere in the grid. It is because the 

reactive power flow in the system is associated with changes in voltage which in turn 

increases the power losses in the system. Hence it is necessary to install local voltage 

control devices in the transmission/distribution network even if the wind turbine itself has 
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voltage controlling capability because the wind turbines are usually located at a more 

distant location from the load center. 

Voltage regulation can be maintained in the power system by supplying or 

absorbing the reactive power. Hence, the voltage regulation at a particular node in a 

power system is directly related to the reactive power capability of the devices directly 

connected to that node or present in the vicinity of that node. Although, the DFIG-based 

wind turbines are able to control active and reactive power independently, the reactive 

power capability of those generators is limited as discussed in Chapter 4. This problem is 

more severe in the case of DFIG wind turbines connected to weak power grids having 

under voltage condition as the reactive power capability gets even more degraded. Hence 

an additional local reactive power source is needed. Moreover, the power generation 

trend these days is shifting from the transmission network to the distribution grid, i.e. 

decentralization of power generation. As a result, it is becoming more difficult to control 

the voltage in the entire transmission network from conventional power stations only. 

Hence grid companies are installing dedicated local voltage control equipments like 

capacitor banks, FACTS devices and are demanding distributed generation equipments to 

have their own reactive power capability as a result there cannot be any exemption for 

wind turbines.  

Furthermore, because of the increased penetration level of wind turbines in the 

power grid, utility companies are asking to fulfill certain criteria (grid codes) for the 

interconnection of wind turbines to the power grid. The grid codes mainly requires that 

wind turbines remain connected to the network during temporary disturbances in the 

network like voltage swelling and sagging, and step change in load. Wind turbines cannot 
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be a VAR neutral (or consumer). Now they must be able to provide reactive power and 

adjust their control according to the necessity of the system. To meet this requirement, 

the DFIG wind turbine system should be able to respond fast whenever there is 

disturbance in the system by supplying or absorbing reactive power. Hence, the added 

reactive power source should have good dynamic response.  

FACTS devices are dynamic reactive power sources which are becoming more 

and more popular in power system application these days because of rapid advancement 

in high-current, high-power semiconductor device technology, digital control, and signals 

conditioning. In this study, a voltage source converter (VSC) PWM technique based 

STATCOM is modeled, its control system is designed and the use of STATCOM (a 

FACTS device) at the PCC is investigated for voltage regulation purpose in the DFIG 

wind turbine system. The voltage regulation study is done by creating three phase 

symmetrical fault and voltage swelling and sagging at the PCC where local load is also 

connected. 

5.2 STATCOM 

The IEEE definition of a STATCOM [66] is: “A static synchronous generator 

operated as a shunt connected static var compensator whose capacitive or inductive 

output current can be controlled independent of the AC system voltage”. Basically 

STATCOM is a FACTS device which is also known as electronic generator of reactive 

power. It consists of a VSC, a DC energy storage device (capacitor), and a coupling 

transformer which connects the VSC in shunt to the power network as shown in Figure  
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Figure 5.1 Single line diagram of the STATCOM connected to power grid 

 

5.1. The VSC produces a set of controllable three-phase output voltages with the 

frequency of the AC power system. The charged capacitor provides a DC voltage to the 

VSC. It can continuously generate or absorb reactive power by varying the amplitude of 

the converter output voltage with respect to the line bus voltage so that a controlled 

current flows through the tie reactance (jXs) between the STATCOM and the power grid. 

If the amplitude of the output voltage is increased above that of the line bus voltage, a 

leading current is produced, i.e. the STATCOM generates reactive power. Decreasing the 

amplitude of the output voltage below that of the line bus voltage, a lagging current 

results and the STATCOM absorbs the reactive power. If the amplitudes of both voltages 

are equal, no power exchange takes place. This enables the STATCOM to mitigate 

voltage fluctuations such as sags, swells, transient disturbances, and to provide voltage 

regulation.  
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5.2.1 Reasons for Choosing the STATCOM 

Capacitors are usually connected to fixed speed wind turbines to enhance the 

system voltage because they are the sink of reactive power. Mechanically switched fixed 

shunt capacitors can enhance the system‟s voltage stability limit, but is not very sensitive 

to voltage changes, i.e. dynamic response of capacitors is not good. 

STATCOM is the best option for dynamic compensation of reactive power 

because at voltages lower than the normal voltage range, it can generate more reactive 

power than other FACTS devices like Static Var Compensator (SVC) [67], which is very 

similar to STATCOM for functional compensation capability but its fundamental 

operating principle is different. A STATCOM functions as a shunt-connected 

synchronous voltage source whereas a SVC operates as a shunt-connected controlled 

reactive admittance. This difference accounts for the STATCOM‟s superior functional 

characteristics, better performance, and greater application flexibility than those 

attainable with a SVC [67]. The STATCOM is able to control its output current over the 

rated maximum capacitive or inductive range independently of AC system voltage, 

whereas the maximum attainable compensating current of the SVC decreases linearly 

with AC voltage. In addition, the STATCOM normally exhibits a faster response as it has 

no delay associated with the thyristor firing [42].  

The output of the wind power plants and the total load vary continuously 

throughout the day. Reactive power compensation is required to maintain normal voltage 

levels in the power system. Reactive power imbalances, which can seriously affect the 

power system, can be minimized by connecting the STATCOM. The STATCOM can 
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also contribute to the low voltage ride through requirement because it can operate at full 

capacity even at lower voltages.  

Moreover, the STATCOM can be connected to any voltage level in power system 

using coupling transformer of appropriate turn ratio. The STATCOM can be easily 

connected to an already installed wind turbine system which has a voltage regulation 

problem. 

5.2.2 Location of the STATCOM 

Simulation results show that STATCOM provides effective voltage support at the 

bus to which it is connected to. Hence, in this study, the STATCOM is placed at the PCC 

bus because of the following two reasons: 

 The location of the reactive power support should be as close as possible to the point 

at which the support is needed because of the change in voltage and consequent 

power loss (I
2
R loss) in transmission line associated with the reactive power flow.  

 In the studied system, the effect of voltage change is most significant at this node. 

5.2.3 STATCOM Output Power 

For the balanced three-phase system, it is convenient to use the per-phase 

equivalent circuit as shown in Figure 5.2 to explain how the STATCOM output reactive 

power can be modulated by a VSC using the PWM technique. For simplicity, the 

resistances of the coupling transformer and filtering inductor are neglected. 
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Figure 5.2 Single-phase equivalent circuit of a STATCOM connected to a power system 

 

The complex power supplied by the STATCOM to the AC power system is given 

by the following equations [68]: 

sin1
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m

s
X
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P          (5.1) 
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V
Q         (5.2) 

where mV  and 1V  are the voltages at the PCC and STATCOM output voltage, respectively 

and   is the STATCOM output voltage angle. 

To simplify the analysis, let mV =1 p.u. giving: 
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It is obvious from (5.3) and (5.4) that the STATCOM real power output and 

reactive power output can be controlled by either its output voltage magnitude 1V  or its 

phase angle   or both. In the design of a STATCOM controller, the reactive power 

output Qs is of major concern to us since the negative of Ps simply gives us the real power 

that must be supplied by the AC bus to the STATCOM in order to cover the converter 

loss and transformer and filter loss (if present) [68]. 

5.2.4 Sensitivity Analysis 

To see whether the voltage magnitude 1V  or phase angle   is more effective in 

controlling the STATCOM reactive power output, let‟s make a sensitivity analysis [68]: 

cos
1

1 sXV

Q





        (5.5) 




sin1

sX

VQ





        (5.6) 

In normal operation, 1V  is close to unity and   is very small because 

STATCOM generates only a small amount of active power to supply the losses in the 

terminal impedance. From (5.3), if sP  is small means   is small. So, 1cos  , 0sin  , 

and 







 Q

V

Q

1

. That implies that, the voltage magnitude 1V  is more effective than the 

phase angle   in controlling the reactive power output .Thus, it is desirable to control the 

voltage magnitude while trying to regulate the PCC bus voltage under disturbance 

conditions. 
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5.3 STATCOM Modeling and Controller Design 

STATCOM is modeled as a PWM converter comprising of IGBT with a DC-link 

capacitor and a coupling transformer connected in shunt to the distribution network 

through a coupling transformer as shown in Figure 5.3. The objective of the STATCOM 

is to regulate the voltage magnitude swiftly at the PCC bus within a desired range by 

exchanging the reactive power with the distribution system. At the same time the 

converter in STATCOM should maintain constant DC-link voltage. A small filter 

capacitor mC is also connected in shunt to the same bus for mitigating harmonics.  

The dynamic equations of the STATCOM converter in qd-reference frame: 

2
121111

dc
qqdseqsqsq

V
MVILpILIrV       (5.7) 

2
121111

dc
ddqsedsdsd

V
MVILpILIrV       (5.8) 

where 1qV , 1dV , 2qV , 2dV  are the q and d-axis VSC output voltages and PCC bus 

voltages, respectively. 1qI  and 1dI  are the q and d-axis converter output currents, 

respectively. sr  and sL  are line resistance and inductance, respectively. Mq1 and Md1 are 

q and d-axis modulation indexes of the converter, respectively. dcV  is the DC-link voltage 

and e  is the angular velocity of the synchronously rotating reference frame. 

The STATCOM DC voltage dynamics in DC-link is given by: 

)(
4

3
1111 ddqqdcdc IMIMpVC        (5.9) 

And the voltage magnitude ( mV ) at the PCC is given as: 

2

2

2

2

2

dqm VVV           (5.10) 
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Differentiating (5.10) w.r.t. time, 

2222

2 22 ddqqm pVVpVVpV         (5.11) 

Equation (5.11) gives the square of voltage magnitude dynamics at the PCC and thus the 

voltage magnitude will be: 2

mm VV  . 

DC-voltage control: 

Equation (5.9) can be rewritten as: 

)()(
3

4 *

1111 dcdcdcdcddqqdcdc VVkIMIMpVC       (5.12) 

where dck  is the PI controller for DC-voltage control given as: 
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Comparing denominator of (5.14) with Butterworth second order polynomial 

2

00

2 2 dcdc pp   , PI controller gains are obtained as:  

dcdcPdc Ck 02
3

4
        (5.15)

 

2

0
3

4
dcdcIdc Ck         (5.16) 

where 
dc0  is the bandwidth of the DC-voltage controller. 

Voltage magnitude control: 

From Figure 5.3, the dynamic voltage equations at the PCC can be written as: 
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2212 demqqqm VCIIpVC         (5.17) 

2212 qemdddm VCIIpVC         (5.18) 

Substituting (5.17) and (5.18) into (5.11) gives: 
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where 









p

k
kk Pmm

Im  is the PI controller for voltage magnitude control. Substituting 

for km results in (5.20) and from which the transfer function is found as shown in (5.21). 
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Comparing the denominator of (5.21) with the Butterworth second order polynomial: 

2
2 0

m
mPm

C
k          (5.22) 

2

0Im
2

m
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k          (5.23) 

where m0 is the bandwidth of the voltage controller. 

Inner current control: 

If we assume that: 

qqqqqsqs IIKpILIr 111
*

111 )(        (5.24) 

dddddsds IIKpILIr 111
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Figure 5.3 Proposed STATCOM controller 

Then Equations (5.7) and (5.8) can be written as: 

dc

qdseqq
V

VILM
2

)( 2111         (5.26) 
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)( 2111         (5.27) 
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Equations (5.27) and (5.28) give modulation indexes which are the output of the 

converter. And qK1 and dK1  are PI current controllers for q and d-axis currents, 

respectively and 









p

k
kKK I

Pdq
1

111 . 

Equation (5.24) can be re-written as: 
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Comparing denominator of (5.29) with the Butterworth second order polynomial gives:  

sscP rLk  01 2        (5.30)
 

2

01 csI Lk          (5.31) 

where c0 is the bandwidth frequency of the current controller. Table 5.1 gives the PI 

controllers values used for the simulation study following above procedure. The 

switching frequency is taken as 1 kHz and the bandwidth of inner current controller is 

taken ten times that of outer loop controller, i.e. 

Table 5.1 Parameters of the STATCOM and PI controller coefficients 

rs 0.25  Cdc 60 mF 
Pdck  1.7  

Idck  5.315  

Ls 1 mH Cm 0.2 mF 
Pmk  088.0  

Imk  394.0  

    
1Pk  638.0  

1Ik  38.394  
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sradfswsw /6280**2    and 
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



   

sradocinner /628  and sradomodcouter /8.62   

From (5.15): 1.72
3

4
0  dcdcPdc Ck   and from (5.16): 5.315

3

4 2

0  dcdcIdc Ck   

From (5.22):
 

088.0
2

2 0  m
mPm

C
k   and from (5.23): 394.0

2

2

0Im  m
mC

k   

From (5.30): 638.02 01  sscP rLk   and from (5.31):  38.3942

1  socI Lk   

5.4 Voltage Control Capability and Converter Rating in the DFIG 

It is known fact that the DFIG wind turbine system has voltage control capability 

utilizing the GSC. Unfortunately, this does not come for free. Voltage control requires a 

power electronic converter with a power rating that is higher than the rating for unity 

power factor operation. In order to get better insight about this fact the steady state 

analysis of the DFIG system is done where the amount of reactive power GSC supplies is 

plotted against the current that has to flow through the GSC or the current rating of the 

GSC required. The steady states equations of the DFIG system, presented in Chapter 4, 

used in this analysis; are given below: 

drmedsseqssqs ILILIrV          (5.32) 

qrmeqssedssds ILILIrV          (5.33) 

    drrredsmreqrrqr ILILIrV        (5.34) 

    qrrreqsmredrrdr ILILIrV        (5.35) 
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In this study, it is assumed that the grid voltage ( qsV , dsV ) and frequency ( ) are 

equal to their nominal values. The DFIG system is operating at rated speed, producing 

rated power output of 1 pu and reactive power exchange through stator side is zero. 

Reactive power supplied to the grid by GSC (QGSC) is varied from 0 pu (unity power 

factor operation) to 0.5 pu. The latter corresponds to the overall power factor of DFIG 

system to be approximately 0.9 which is the grid code requirement for interconnection of 

DFIG to the grid. As presented above, we have ten steady state Equations (5.32)-(5.41), 

and ten unknowns which are: qsI , dsI , qrI , drI , qfI , dfI , qfM , dfM , qrM
 
and drM . 

Solving simultaneously in MATLAB, qfI
 
and dfI  are obtained for the different values of 

reactive power GSC supplies. Then the magnitude of the GSC current is given as: 

22
2

dfqff III          (5.42) 
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Figure 5.4 Converter phase current rating required for generating varying amount of 

reactive power QGSC in DFIG wind turbine system with two different terminal voltages 

The obtained plot is shown in Figure 5.4 which shows that compared with unity 

power factor operation mode, the converter current rating is higher for reactive power 

generation. Full voltage control capability requires that reactive power can be both 

generated and consumed. The power rating of converter has to be increased significantly 

(more than 3 times according to Figure 5.4) to achieve the full voltage control capability 

in the DFIG system. Hence, connecting additional dynamic reactive power compensator 

at the PCC where reactive power is needed is a reasonable choice financially and 

technically; especially if the DFIG wind turbine is connected to weak power grid where 

turbine terminal voltage is usually under-voltage. As a result, the current rating of 

converter required to achieve full voltage controllability in the DFIG increases even more 

as shown in Figure 5.4. 

Vs=1 pu 

Vs= 0.9 pu 
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Figure 5.5 Schematic diagram of DFIG wind turbine connected to weak grid 

5.5 Voltage Regulation of DFIG Wind Turbine Connected to Weak Grid 

5.5.1 Test System 

In this study, a simple test system is built in order to quantitatively investigate the 

voltage control capability of the DFIG wind turbine system. The test system shown in 

Figure 5.5 consists of a DFIG wind turbine which is connected through impedance (so as 

to model like a weak grid) to a strong grid represented by a constant voltage source. A 

small capacitor is connected at turbine terminal to filter the harmonics and stabilize the 

wind turbine terminal voltage. The nominal power output and voltage are 1.5 MW and 

690 V, respectively. 

5.5.2 Steady State Analysis 

The steady state equations of DFIG represented by (5.32)-(5.41) are used for this 

analysis. The analysis is done for two distinct operation modes of the DFIG. During the 

steady state analysis, the shunt connected capacitor fC  is negelected because the 

terminal voltage is constant during steady state. 
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Mode I: Constant Terminal Voltage Operation: 

In this operation mode, Equation (5.41) is modified to: 

222

dsqss VVV         (5.43) 

And Using KVL from DFIG terminal bus to the grid bus: 

)()( dsdfLeqsqfLqgqs IILIIrVV        (5.44) 

)()( qsqfLedsdfLdgds IILIIrVV        (5.45) 

We now have two more variables which are qsV  and dsV  which can be solved using two 

more steady state equations (5.44) and (5.45). qgV  and dgV  are grid voltages and are 

known.  

Figure 5.6 shows the results of the steady state analysis of the DFIG wind turbine 

system. The GSC controls the terminal voltage to exactly 1 p.u. despite of the active 

power output variation from 0 to 1 p.u. by supplying reactive power as shown in Figure 

5.6 (a). It should be noted that in the simulation study, GSC capacity is not limited. But 

the commercially available DFIG has limited power rating converter (30% of total wind 

turbine MVA) so reactive power supplying capability of those wind turbine is also 

limited as discussed in Chapter 4. Hence when the active power output level reaches 0.9 

p.u. or above then the voltage controller (or GSC) in the DFIG cannot supply additional 

reactive power as a result the wind turbine terminal voltage drops below 1 p.u. Hence, 

additional reactive power source is required to be installed at the PCC to maintain the 

terminal voltage to 1 p.u.  
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(b) 

Figure 5.6 (a) Reactive power supplied by GSC and (b) DFIG terminal voltage 

Mode II: Unity Power Factor Operation 

Presently, the commercially available DFIG wind turbines are often controlled to 

operate in unity power factor operation mode [23]. For the steady state analysis of the 

DFIG system connected to power grid, Equations (5.32)-(5.41) and (5.44)-(5.45) are 

solved simultaneously in MATLAB. Figure 5.7 shows the results of the steady state 

analysis of the DFIG wind turbine system operating in unity power factor operation. The 

wind turbine reactive power output is set to zero despite of the active power output 

variation from zero to 1 p.u. As a result, the terminal voltage decreases gradually with the  
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(b) 

Figure 5.7 (a) DFIG terminal voltage and (b) reactive power generation by DFIG  

increase in active power output owing to the high impedance of the grid connection as 

shown in Figure 5.7(a). 

Hence, in both operation modes of the DFIG; additional reactive power source is 

needed. In this study, STATCOM is proposed to be installed at the PCC with the unity 

power factor operation mode of DFIG. In doing so, the terminal voltage can be 

maintained constant at 1 p.u. by supplying additional reactive power by the STATCOM 

as shown in Figure 5.8 and the DFIG can continuously generate active power only 

extracting maximum wind power available. 
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Figure 5.8 (a) Reactive power supplied by STATCOM and (b) DFIG terminal voltage  

5.6 Disturbances Mitigation in the DFIG-based Wind Turbine System Using the 

STATCOM 

With the increased penetration of wind in the power grid, the grid operators are 

forced to tighten their grid connection rules in order to limit the effects of wind power 

parks on power network quality and stability. Important issues are the steady state active 

and reactive power governing capability, continuously acting voltage control, and 

disturbance tolerant system like voltage sagging and voltage swelling. This means, the 

grid codes demand that wind farms stay connected to the grid and stabilize the grid 

voltage in case of disturbances in the grid [69].  
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5.6.1 Test System 

Figure 5.9 demonstrates the single line diagram of the test system studied in this 

study. A 1.5 MW DFIG wind turbine system is connected to the distribution network at 

the PCC bus where a STATCOM is connected to regulate the terminal voltage. Three 

different types of loads, a linear RL load, a constant load (P, Q) and a nonlinear load 

(Pnon, Qnon) are also connected in shunt to the same PCC bus. The rated wind speed of 12 

m/s is inputted to the turbine so as to generate rated active power output during the entire 

study period. The GSC is always supplying its optimum reactive power (0.3 pu, i.e. equal 

to 30% of total power rating of DFIG). The distribution network is modeled as weak 

( gg RX / = 5). The models of the different loads used are given as: 

For the linear RL loads, voltage equation is: 

qdLLeqdLLqdLLqdPCC ILjpILIrV        (5.46) 

where Lr and LL is the resistance and inductance of the RL load, respectively. qdPCCV  is 

the PCC voltage. 

The filter capacitor current is given by: 

qdPCCmeqdPCCmqdnLqdLLqdLqdw VCjpVCIIII      (5.47) 

where mC is the filter capacitor, qdwI  is the current supplied by the DFIG wind turbine 

system, qdLI , qdLLI  and qdnLI  are currents drawn by RL load, linear load and non-linear 

load, respectively. 
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Figure 5.9 Single line diagram of the studied power network 
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A non-linear electrical load is a load on the electrical system that draws a non-

sinusoidal current waveform from the connected supply. Computer, fax machine, printer, 

electronic lighting ballast, variable-speed drive etc. are the typical examples of non-linear 

electrical loads. The non-linear loads have non-linear relationship with the voltage 

magnitude and system frequency. In this study, non-linear loads are modeled as [70]: 
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       (5.48) 

where oP  and oQ  are base active and reactive powers of non-linear loads, respectively. 

PCCmV _  and   are local voltage magnitude and frequency, respectively. 0V  and 0  are 

nominal voltage magnitude and frequency of the distribution system, respectively. a and 

b are load-voltage and load-frequemcy dependence factors, respectively. In this study 

a=b=3 is taken. 

The active and reactive powers consumed by the constane load are given as: 
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Hence, from (5.49), the constant load current equations are: 
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Similarly, the non-linear load current equations are: 



149 

 























2

_

2

_

__

2

_

2

_

__

3

2

3

2

PCCdPCCq

PCCqnonPCCdnon

dnL

PCCdPCCq

PCCdnonPCCqnon

qnL

VV

VQVP
I

VV

VQVP
I

      (5.50) 

Now the below section describes the control of RSC and GSC in the DFIG wind turbine. 

5.6.2 Design of the RSC Controller 

The RSC control scheme consists of two cascaded vector control structure with 

inner current control loops which regulates independently the d-axis and q-axis rotor 

currents, i.e. drI  and qrI , according to some synchronously rotating reference frame. The 

outer control loop regulates the stator active power (or DFIG rotor speed) and reactive 

power (or DFIG terminal voltage) independently. The stator voltage orientation (SVO) 

control principle for a DFIG is described in [31], where the q-axis of the rotating 

reference frame is aligned to the stator voltage i.e dsV  = 0 and qsV  = sV . From (3.15) and 

(3.16), the stator side flux can be controlled using PI controller. In this study, the q-axis 

flux is regulated to zero ( 0qs ) and ( sds   ) for the de-coupled control of active and 

reactive power as described below: 
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the outputs from the PI controllers as shown in Figure 5.10. 

The PI parameters are determined by comparing with the Butterworth polynomial 

which is described in the below section, are given as: 
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Now, neglecting frictional losses, rotor speed dynamics is given as:  
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where mT  is the mechanical torque from the wind turbine. When the wind speed ( wV ) is  
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Figure 5.10 Stator fluxes control using PI controllers 
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less than the rated speed, then the mT is given as: 
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constant and if the wind speed ( wV ) is more than the rated 

speed, then the mT is given as: 
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                  (5.55(b)) 

where ratedP  is rated power of the wind turbine and rated  is the rated speed of the wind 

turbine. 

Equation (5.54) can be re-written as:
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Now, comparing denominator of (5.57) with Butterworth second order polynomial 

2
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where 
wr0  is the bandwidth frequency of the speed controller. 

Using qs  = 0, the electromechanical torque and q-axis stator current is given by 

(5.59) and (5.60) as: 

qsdse I
P

T 
22

3
         (5.59) 

qr

s

m
qs I

L

L
I           (5.60) 

qr

s

m
dse I

L

LP
T )(

22

3
          (5.61) 

 
dsm

s
mwrqr

L

L

P
TI




3

4
        (5.62) 

Similarly, 

dr

s

m

s

ds
ds I

L

L

L
I 


        (5.63) 

Now, the stator active power can be written as: 
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Now, the stator supplied reactive power is given as: 

dsqsqsdsdsqss IVIVIVQ
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Substituting qsV  in (5.65) gives: 

dsqsdseqsss IpIrQ )(
2

3
        (5.66) 

Assuming constant stator flux, neglecting the stator resistance and substituting dsI  from 

Equation (3.10) gives:
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Differentiating (5.67) w.r.t. time gives: 
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From (5.68) and (3.4) gives (5.69) and solving qr in terms of qrI  gives (5.70) 
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Similarly, comparing denominator of (5.73) with Butterworth second order polynomial 

22 2 QsQs pp   , PI controller gains are obtained as:  

 QsPQsk 02        (5.74) 

2

QsIQsk          (5.75) 

From (5.70) and (5.71) gives: 
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It can be seen from Equations (5.64) and (5.76) that, sP  and sQ  are proportional 

to qrI  and drI , respectively. The mutual coupling term qrrre IL )(   in (5.76) is very 

small so its effect is negligible. The rotor current can be regulated by means of rotor 

voltages. The relation between rotor current and rotor voltage is obtained by substituting 

values of dr  and qr from (3.7) and (3.8) in Equations (3.3) and (3.4), respectively, and 

further simplification yields: 
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In the Equations (5.77) and (5.78), there is the term including drI in the q-axis 

equation and there is the term including qrI in the d-axis equation. So these two equations 

are coupled and the traditional linear controllers cannot be used. However, through the 

exact linearization method, these equations can be linearized by putting the terms other 

than the currents control to one side. 
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Let‟s assume: 
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drrdrrdr pILIr           (5.82) 

The idea here is to use the linear controllers that include integrations to calculate 

the derivative terms. And the nonlinear equations become linear when all the nonlinear 

terms are moved to the other side of the equations. Then the q and d-axis voltages are 

calculated as: 









 drrds

s

m
soqrqr IL

L

L
V *

     (5.83) 

qrrsodrdr ILV  *
        (5.84) 

Using the inner current control loop has a significant advantage for the protection 

of the DFIG. It can naturally protect the system from over-current since current limiters 

can be easily inserted in the control system shown in Figure 5.10. 

Since the general PI controllers are widely used and proved to be effective, they 

are also applied in the following analysis [63]. For qrI  current control loop from (5.79): 

  qrrrqrrqrrqr ILprpILIrV  
'

      (5.85) 

 qrqr
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qpqr II
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


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

*'        (5.86) 

  qr
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
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













*
      (5.87) 

Then the transfer functions between the reference and actual currents are changed 

to the following: 

 
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r

qpr

r

qiqp
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iqprr

qiqp

qr
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)( 2
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
   (5.88) 
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Figure 5.11 Block diagram of RSC control system: qrrso
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and )( drrds

s

m
so

comp

qr IL
L

L
V  

 

Similar process can be repeated for drI current control loop from (5.80). The PI 

parameters are determined by comparing the coefficients in the denominator of (5.88) 

with the Butterworth second order polynomial. 

rrdpqp rLkk  02        (5.89) 

2

0 rdiqi Lkk          (5.90) 

Here 0  is the bandwidth of the current controller. The values of Kp and KI for 

RSC is shown in Table 5.2. The overall vector control scheme of the RSC is shown in 

Figure 5.11. 
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5.6.3 Design of the GSC Controller 

Figure 5.12 shows the general vector control scheme of the GSC where control of 

DC-link voltage dcV  and reactive power exchange between GSC and power grid is 

achieved by controlling current in synchronous reference frame [54]. 

Now, DC voltage dynamics in DC-link is given by: 

   
qfqfdfdfqrqrdrdrdc IMIMIMIMpVC 

4

3

4

3
   (5.91) 

where C is the DC-link capacitance, drM  and qrM  are q and d-axis modulation indexes 

of RSC and dfM  and qfM  are q and d-axis modulation indexes of GSC, respectively. 

Hence, (5.91) can be re-written as (5.92) which can be solved to get qfI  given by (5.93). 

   
dcqfqfdfdfqrqrdrdrdc IMIMIMIMpVC 

4

3

4

3
   (5.92) 

Equation (5.91) can be re-written as: 

)( *

dcdcdcdcdc VVkpVC        (5.93) 

where dck  is the PI controller for DC-voltage control given as: 









p

k
kk Idc

Pdcdc . Then 

(5.93) will be: 
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k
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

















*
    (5.94) 

 

dc

Idc

dc

Pdc

IdcPdc

dc

dc

dc

C

k

C

k
pp

kpk
C

V

V






2

*

1

       (5.95) 
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Comparing denominator of (5.95) with Butterworth second order polynomial 

2

00

2 2 dcdc pp   , PI controller gains are obtained as:  

dcdcPdc Ck 02
        (5.96)

 

2

0dcdcIdc Ck           (5.97) 

where 
dc0  is the bandwidth frequency of the DC-voltage controller. From (5.92): 

  df

qf
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qrqrdrdrdc

qf

qf I
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M
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M
I 










4

31

3

4*      (5.98) 

Using KVL across the RL filter gives: 

2

dc
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dffeqffqffqf

V
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V
ILpILIrV        (5.99)
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Figure 5.12 Block diagram of GSC control system 
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Since the q-axis of the rotating reference frame is aligned to the stator voltage i.e 

dsV  = 0 and qsV  = sV . So, the GSC supplied reactive power to the grid is controlled using 

d-axis current. 

dfsf IV
N

Q
2

3
         (5.101) 

where N is the transformer turns ratio connected between GSC and stator. 

df
s

f pI
N

V
pQ

2

3
         (5.102) 

Substituting (5.100) in (5.102) gives: 

)(
1

2

3
qffedffdf

f

s
f ILIrV

LN

V
pQ       (5.103) 

Qfqffedffdff ILIrVpQ   )(       (5.104)

 

where 
s
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V
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3

2
  

)( *

ffQfQff QQkpQ          (5.105) 

where Qfk  is the PI controller for reactive power supplied by GSC given as: 


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k
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PQfQf . Then (5.105) will be: 
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Comparing denominator of (5.107) with Butterworth second order polynomial, 

i.e., 2

00

2 2 QfQf pp   , PI controller gains are obtained as:  

 QfPQfk 02
        (5.108)

 

2

0QfIQfk           (5.109) 

where Qf0  is the bandwidth frequency of the reactive power controller. From (5.104): 

 
Qfqffedf

f

df ILV
r

I  
1*

       (5.110) 

Equations (5.99) and (5.100) give the inner current control loop for the GSC control. 

Inner current control: 

If we assume: 

qfqfqfqfqffqff IIkpILIr  )( *
     (5.111) 

dfdfdfdfdffdff IIkpILIr  )( *
     (5.112) 

Then (5.99) and (5.100) can be written as: 

dc

qs

dffeqfqf
VN

V
ILM

2
)(         (5.113) 

dc

qffedfdf
V

ILM
2

)(          (5.114) 

Equations (5.113) and (5.114) give modulation indexes which are the output of the 

converter. And qfk  and dfk  are PI current controllers for q and d-axis currents, 

respectively and 









p

k
kkk I

Pdfqf
1

1 . Then, (5.111) can be re-written as: 
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

       (5.115) 

Comparing denominator of (5.115) with the Butterworth second order polynomial gives:  

ffcP rLk  01 2         (5.116) 

2

01 cfI Lk            (5.117) 

where c0 is the bandwidth frequency of the current controller.  

5.6.4 Phase Locked Loop (PLL) 

A PLL is designed to define the reference angle for qd transformation so that the 

stator voltage can be aligned along the q-axis and is included in the overall model of the 

system to make the designed system more realistic. Figure 5.13 shows the 3-phase PLL 

which takes the input as the measured DFIG terminal voltage sV  and transforms it to qd- 

reference frame. PLL aligns the stator side voltage to q-axis by comparing d-axis load 

voltage with zero reference voltage. The voltage error signal is passed through the PI 
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Figure 5.13 Block diagram of PLL control 
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controller to obtain the angular frequency of the terminal bus voltage. Hence, in the PLL 

system: 

)sin(0)sin( sissisds VVV        (5.118) 

si            (5.119) 

Now the error signal is given as: )sin(0 sisds VVe    

If )( si    is very small, then we can write: )()sin( sisi    

From the block diagram shown in Figure 5.13, )( sisV   is the input to the controller 

and e  is the output from the controller hence: 

epllsis KV   )(         (5.120) 
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Now comparing the denominator of (5.110) with the Butterworth second order 

polynomial 2

_0_0

2 2 pllpll pp   , the parameters of the controller are obtained as: 

s
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k
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          (5.124) 
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where pll_0  is the bandwidth frequency of the PLL controller. 

Table 5.2 gives the PI controllers values used for the simulation study following 

above procedure. The switching frequency is taken as 1 kHz and the bandwidth of inner 

current controller is taken ten times that of outer loop controller, i.e.  

sec/6280**2 radfswsw    and 
10

;
10

inner
outer

sw
inner





    

sec/6280 radocinner    and 

sec/8.62 radoQfoQsodcouter   , sec/628.0 radowr   

From (5.89): 76.12 0  rrdpqp rLkk   and from (5.90): 6.783
2

0   rdiqi Lkk  

From (5.57): 26.8
2

2 
P

J
k owrPwr   and from (5.58): 65.3

2 2  owrIwr
P

J
k   

From (5.96): 32.52  dcodcPdc Ck   and from (5.97): 63.2362  dcodcIdc Ck 
 

From (5.116): 77.121  ffocP rLk   and from (5.117):  76.7882

1  focI Lk 
 

From (5.74):  QsPQsk 02 = 0.00022 and from (5.75):  =
2

QsIQsk   = 0.001 

Table 5.2 Parameters of the machine and PI controller coefficients 

rs 2.3 m  Cdc 60 mF 
dpqp kk /

 

76.1  
diqi kk /

 

6.783  

rr 2 m  Lf 2 mH 
Pwrk  26.8  

Iwrk  65.3  

Ls 2.93 mH rf 2 m  
Pdck  32.5  

Idck  63.236  

Lr 2.97 mH J 18.7 

kg.m
2
 

1Pk  77.1  
1Ik  76.788  

Lm 2.88 mH P 4 
PQsk  0.00022

2 

IQsk  0.001 

    
PQfk  0.00022 

IQfk  0.00093 

Vs 563.38 V  N 1 
pllPk _  2.10 

pllIk _  4.1244  
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From (5.108):  QfPQfk 02 = 0.0002 and from (5.109): 
2

0QfIQfk    = 0.0093 

In PLL controller design, the switching frequency is taken as 2 kHz and the bandwidth of 

the PLL controller is taken as: sradfswsw /560,12**2    and sradsw /3.837
15

0 


  

From (5.124): 10.2
2 0

_ 
s

pllP
V

k


 and from (5.125): 4.1244
2

0

_ 
s

pllI
V

k


 

5.6.5 Stator Flux Estimation 

As shown in Figure 5.11, the stator side flux should be estimated as accurately as 

possible for the RSC control implementation. Therefore this section explains the stator 

flux estimation using the Low Pass Filter (LPF).  

The stator flux in stationary reference frame is given as: 

s

qds

s

qdss

s

qds pIrV 
        (5.126) 

   dtIrV s

qdss

s

qds

s

qds
       (5.127)

 

Flux can be estimated using (5.127) but the pure integration ( s1 ) involves the DC 

offsets and drifts [64]. To solve these problems, the pure integrator is replaced by a LPF. 

The estimated stator flux by the LPF can be given as: 

apVe

sl




1
^


         (5.128) 

where sl

^

  is the estimated stator flux by LPF, a = pole and qdssqdse IrVV   the phase lag 

and the gain of (5.128) can be given as: 
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a
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where e

^

 is the estimated synchronous angular frequency given as [64]: 

2

^ )()(

s

qsdssdsdsqssqs
e

IrVIrV







       (5.131) 

The LPF eliminates the saturation and reduces the effect of DC offsets but at the 

same time it brings the magnitude and phase angle error due to the cut off frequency of 

the LPF. Figure 5.14 shows the phase lag of sl

^

  estimated by the LPF, and the phase lag 

of qds

^

  estimated by the pure integrator. The phase lag of qds

^

  is 90
◦
 and the gain 

is e

^

/1  . However, the phase lag of the LPF is not 90
◦
 and the gain is not e

^

/1  . Hence, 

an error will be produced by this effect of the LPF. When the machine frequency is lower 

than the cutoff frequency of the LPF, the error is more severe. In order to remove this 

d

q

eV

sl

^


qds

^





1

 

 

Figure 5.14 Vector diagram of the LPF and the pure integrator [64] 
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error, the LPF in (5.128) should have a very low cutting frequency. However, there still 

remains the drift problem due to the very large time constant of the LPF. For the exact 

estimation of the stator flux, the phase lag and the gain of sl

^

  in (5.128) have to be 90
◦
 

and e

^

/1  , respectively. Furthurmore, to solve the drift problem, the pole should be 

located far from the origin. 

Hence, the decrement in the gain of the LPF is compensated by multiplying a gain 

compensator, G in (5.132) and the phase lag is compensated by multiplying a phase 

compensator, P in (5.133) given as:  

e

ea
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^

^
22




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        (5.132) 

)exp( 1jP 
        (5.133) 
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e
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e
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


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      (5.135) 

The cutoff frequency in LPF cannot be located at fixed point far from the origin. If the 

pole is varied proportionally to the machine speed, the proportion of the machine 

frequency to the cutoff frequency of the LPF is constant. If the proportion is large, the 

estimation error will be very small. Consequently, the pole is determined to be varied 

proportionally to the motor speed as (5.136). Therefore, the pole is located close to the 

origin in very low speed range and far from the origin in high speed range. 
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          (5.136) 

where K = constant. Finally, the complete equation for stator flux estimator can be 

derived as: 
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Simplifying (5.137) and separating into real and imaginary parts gives: 
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   (5.139) 

Figure 5.15 shows the overall block diagram of the system to estimate stator side 

flux using LPF and estimated synchronous speed of the machine. Figure 5.16 depicts the 

schematic diagram of the DFIG wind turbine and STATCOM control structure. 

Similarly, Figure 5.17 shows the q-axis and d-axis stator flux estimated by stator flux 

estimator and estimated synchronous speed of the machine. At t = 3 sec., a step change in 

rotor speed from 392 rad/s to 400 rad/s is applied as a result there is some oscillation in 

estimated values of flux and speed but finally it gets settled. The estimated flux is very 

close to the one obtained from pure integration using K = 0.001. 
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Figure 5.15 Overall block diagram of the stator flux estimation using LPF [64] 

Figure 5.18 shows the plot of reference angle given by PLL to align the stator 

voltage along the q-axis. Figure 5.19 depicts the angular synchronous frequency of the 

system measured by the PLL and estimated by the stator flux estimator. 
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Figure 5.16 Schematic diagram of the DFIG wind turbine and STATCOM control strucure
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Figure 5.17 Flux and synchronous speed estimation using LPF 

Now with all those above described models of the STATCOM, DFIG, loads and 

their controls are implemented in MATLAB/Simulink software. Voltage swelling and 
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Figure 5.18 Reference angle output from PLL, se  (top) and s  (bottom) 
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Figure 5.19 The angular synchronous frequency of the DFIG system measured by PLL 

and the stator flux estimator 

voltage sagging study is performed to assesss the effectiveness of the implemented 

control system which is described in the below. 
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5.6.6 Voltage Swelling Study 

Voltage swelling is the brief increases in voltage over the time range from 

milliseconds to few seconds. Among the grid disturbances, the voltage swell is a critical 

event that can be caused by abrupt switching off large loads or switching on capacitive 

load or damaged/loose neutral connection in the power system. Here the symmetrical 

voltage swelling of 22 % is created by step increase in capacitive constant load (-ve Q) at 

t = 5 sec. for 1 sec. duration. All the other loads remain same. In the absence of the 

STATCOM, when the capacitive load is increased instantly, the weak grid cannot 

respond quickly by absorbing additional reactive power and the DFIG output power is 

already regulated to its optimum value so voltage at the PCC increases as shown in 

Figure 5.20 (a). With the STATCOM connected at the PCC, same voltage swelling is 

created again but this time STATCOM responds quickly by absorbing additional reactive 

power; as a result, the voltage at the PCC is regulated close to 1 pu with small overshoot 

shown in Figure 5.20 (a) and Figure 5.20 (b). Figure 5.21 shows the modulation indexes 

of the STATCOM converter, RSC and GSC. Since the DFIG is operated at rated power 

with GSC supplying reactive power upto its rated capacity, the modulation index 

magnitude Mxf is close to 1. This also proves that GSC is operating at close to its 

maximum capacity. 
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(b) 

Figure 5.20 Simulation results of the PCC voltage at the DFIG wind turbine with and 

without STATCOM during 22 % symmetrical voltage swell: (a) PCC voltage magnitude, 

(b) Reactive power supplied by STATCOM, GSC, and RSC 
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Figure 5.21 STATCOM converter, GSC and RSC modulation indexes during 

symmetrical voltage swelling by 22% 

5.6.7 Voltage Sagging Study 

Voltage sagging is the momentary reduction in voltage over the time range from 

milliseconds to few seconds. The voltage sagging is the most common type of grid 

disturbance which is caused by abrupt switching on large inductive loads like electrical 

Mqs 
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heater, motor starting or abrupt increase in source impedance typically caused by loose 

connection. In this study, the symmetrical voltage sagging of 18 % is created by step 

increase in inductive constant load (+ve Q) at t = 5 sec. for 1 sec. duration. All the other 

loads remain constant. In the absence of the STATCOM, when the inductive load is 

increased instantly, the weak grid cannot respond quickly by supplying required surplus 

reactive power and the DFIG output power is already regulated to its optimum value. As 

a result, the voltage at the PCC drops as shown in Figure 5.22 (a). When the STATCOM  
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Figure 5.22 Simulation results of the PCC voltage at the DFIG wind turbine with and 

without STATCOM during 18 % symmetrical voltage sag: (a) PCC voltage magnitude, 

(b) Reactive power supplied by STATCOM, GSC, and RSC 
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is connected at the PCC and the same voltage sagging is created; in that case, STATCOM 

responds quickly by supplying additional reactive power. As a result, the voltage at the 

PCC is regulated closely to 1 p.u. with small overshoot shown in Figure 5.22 (b). Figure 

5.23 shows the modulation indexes of the STATCOM converter, RSC and GSC. Since 

the DFIG is operated at rated power with GSC supplying reactive power upto its rated 

capacity, the modulation index magnitude Mxf is close to 1. This also proves that GSC is 

operating at its maximum capacity. 
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Figure 5.23 STATCOM converter, GSC, and RSC modulation indexes during 

symmetrical voltage sagging by 18% 
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5.7 Transfer Functions of STATCOM, RSC and GSC Controllers 

In the above mentioned controller design for STATCOM, RSC and GSC, each 

controllers are designed separately and finally combined together. This procedure is only 

valid when the controlled variables are independent of each other i.e. they should be 

mutually decoupled. To check whether they are independent of each other or not, the 

transfer functions of the STATCOM, RSC and GSC are derived in this section. 

In the STATCOM control, from (5.19): 
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Solving (5.143) and (5.144) gives: 
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From (5.24): 
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From (5.142), (5.145) and (5.148) gives: 
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If the actual and measured parameters are same then: 

Solving (5.149) gives: 
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In the DFIG, from the flux control: 
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Similarly, 
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L

Lr
K

V
Qr

K












     (5.155) 

From (5.153) and (5.155), it is clear that the relations between control variable 

( ds , qs ) and reference variable ( *

ds , 
*

qs ) are non-linear. Hence, transfer function 

cannot be obtained. Therefore, in the later part of the transfer function derivation, the 

stator fluxes are assumed constant as a result the relationship between control variables 

and reference variable is linear. 

In the RSC, from (5.54): 
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)()( *

emrrwrwr TTk         (5.156) 

qrds

s

m

mwr I

L

LP
T *

^

^

4

3
         (5.157)

 

dsm

s

mwrqr

LP

L
TI




^

^

*

3

4
)(         (5.158) 

where (
^

) shows the measured value. Similarly, from (5.71):
 









 qrrsodrrdrdssssQsQs ILIrVQQk

^^^^
*

)(     (5.159)

 









 qrrsodrrqrrsodrrdrrdsQs ILIrILILpIr

^^^^^^^^^^

   (5.160) 
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Qs
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Lp

I




^^

*
         (5.161) 

From (5.158) and (5.161): 


   D
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C
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s
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
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
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^
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*
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Here, the mechanical torque from the wind turbine is considered as a disturbance to the 

Similarly, from (5.51): 

)(
2

emr TT
J

P
p         (5.163) 

)
4

3
(

2
qrds

s

m
mr I

L
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T

J

P
p  

 

     (5.164)
 



182 

 

dsm
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dsm
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LT

L

L

P

Jp
I





3

4

3

8
2

       (5.165) 

From (5.70): 
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r

m

s

e
s ILIrV

L

L

L
pQ 






2
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     (5.166) 

 
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r

m

s

e
s ILIrILILpIr

L

L

L
pQ 




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2

3
  (5.167) 

dsme

ss
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L

LQ
I

3

2
        (5.168) 

Combining (5.165) and (5.168) gives: 


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r

E
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s
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s
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
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
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
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From (5.87): 

qriqrqriqrqrrr IkIkILpr 









*
^^^

       (5.170) 

From (5.88): 
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


*
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       (5.171) 

Combining (5.170) and (5.171): 


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
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    (5.172) 

Substituting (5.162) and (5.169) in (5.172) gives: 
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Solving (5.174) gives: 
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Similarly, 
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5
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where 

rds

Qs

Lp

k
k

^^4

^



  and 
dsme

s

idr

idrrr

rds

Qs

L

L

k

kLpr

Lp

k
k





 3

2
^^^

^^5

^ 
  

If the measured parameters are assumed to be equal to the actual quantities, solving 

(5.174) gives: 
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Similarly, 

*

5

4
ss Q

k

k
Q           (5.178)

 

where 
rds

Qs

Lp

k
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
4  and 
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
 . 

Here it should be noted that the inner current controller parameters are same for q and d-

axis currents, i.e. idriqr kk  . 

Similarly, in the GSC, from (5.93): 

 
qfqfdfdfdrdrqrqrdcdcdcdc IMIMIMIMVVk 
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3
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I ))(
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where )(
4

3
drdrqrqr IMIM   is the dc-current supplied from RSC to the GSC and 

dc

qr
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V

V
M

*2
  and 

dc
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V

V
M
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 . And we also know from (5.77) and (5.78) that- 



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qrrsodrdrIdrdr ILIIkV  )( **        (5.182) 

Using (5.162), (5.169), (5.181) and (5.182), the DC-link current is expressed as: 



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Here, ds  is regulated to constant value using flux control. Hence, it is clear from 

(5.183) that the DC-current flowing in ac/dc/ac converter has a non-linear relationship 

between control variables like r , sQ  and dcV . So it can be concluded that decoupled 

control of fQ , sQ , r  and dcV  can be done if DC-link current is taken as a disturbance 

for the GSC control. Now, from (5.105): 
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
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
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From (5.184) and (5.180): 
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


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Combining (5.184) and (5.185): 
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From (5.91): 

 
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4

3
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4

3
   (5.187) 
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


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
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3
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   (5.188) 

From (5.103): 
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Substituting (5.190) into (5.188): 
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Combining (5.190) and (5.191) 
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From (5.111): 
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From (5.112): 
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Combining (5.193) and (5.194) gives: 
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Substituting (3.186) and (5.192) in (5.195): 
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Solving (5.197) gives: 
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where 
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f
k
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
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^
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1
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where 

f

Qf

Lp

k
^1

^
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f
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If the measured quantities are assumed to be equal to the actual quantities, solving 

(5.197) gives: 
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Here it should be noted that the inner current controller parameters are same for q and d-

axis currents, i.e. idfiqf kk  . 

Combining (5.150), (5.151), (5.175), (5.176), (5.198) and (5.199) gives: 
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Combining (5.150(a)), (5.151(a)), (5.177), (5.178), (5.200) and (5.201) gives: 
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As shown in (5.202) and (5.203), the transfer function matrices Â  and A are both 

diagonal which verifies that all the six controlled quantities are independent of each other 

regardless of error in parameter estimation. That means, the controller design can be done 

independent of each other and combined them together for the overall control and there 

exists a non-linear relation through the DC-link voltage control which can be considered 

as disturbance for the GSC control. 

Hence, in this chapter, the modeling and controller design of STATCOM is 

shown. The support provided by the STATCOM to regulate steady state voltage and to 

improve dynamic response of the DFIG wind turbine system during disturbances in the 

grid side is explained clearly with the help of simulation results. The dynamic voltage 

regulation during voltage swelling and voltage sagging and its mitigation using 

STATCOM is discussed and is well supported by the simulation results. 
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CHAPTER 6 

DFIG-BASED WIND TURBINE INTERFACED WITH SERIES 

COMPENSATED LINE 

6.1 Introduction 

The DFIG wind turbines are installed in remote areas and offshores because of the 

favorable wind available and no worries regarding noise pollution and scenery. So, those 

wind turbines are connected to power grid through a long transmission line. Usually those 

transmission lines are weak grids characterized by under voltage condition. As discussed 

in Chapter 5, the terminal voltage of a DFIG decreases with the increase in power output 

from wind turbine. The terminal voltage variation is because of the significant impedance 

of the transmission line.  

The central idea of series compensation (SC) is to cancel part of the reactance of 

the transmission line by means of series capacitor. This increases the power transfer on 

the line. Series compensation is also used to enable power to be transmitted stably over a 

greater distance than is possible without compensation [46]. Moreover, series capcitor 

effectively reduces line reactance as a result line absorbs less reactive power, i.e. reactive 

power demand decreases. Hence, it helps in steady state voltage regulation. The most 

noticeable advantage of the SC is that series capacitor reactive generation increases with 

the current squared [46]. This means that a series capacitor has a self-regulating impact. 

In other words, it generates reactive power when it is most needed. The response of the 

SC is automatic and continuous. 
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Figure 6.1 Schematic diagram of the studied DFIG-based wind turbine system connected 

to power grid through series compensated line 

If a capacitor is connected in series with the transmission line as shown in Figure 

6.1 then the net impedance of the transmission line reduces from LL jXr   to 

CLL XXjr  ( ).as a result the voltage variation also decreases. This chapter discusses 

the dynamic and steady state operation of a DFIG-based wind turbine interfaced with a 

series compensated line as shown in Figure 6.1. 

6.2 Dynamic Modeling and Controller Design of the Overall System 

The voltage dynamics at the DFIG terminal bus is given as: 

qwqsqfdtfeqtf IIIVCpVC        (6.1) 

dwdsdfqtfedtf IIIVCpVC        (6.2) 

The state space matrix of equations (6.1)-(6.2) can be given by (6.3) as: 
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where qtV  and dtV  are the q and d-axis voltages at the DFIG terminal, respectively, the 

qfI  and dfI  are the q and d-axis currents supplied by GSC, respectively, the qsI  and dsI  

are the q and d-axis currents flowing to the stator side, respectively, the qwI  and dwI  are 

the q and d-axis currents through the transmission line, respectively, qgV  and dgV  are the 

q and d-axis voltages of the grid bus, respectively, and e  is the synchronous reference 

frame speed (377 rad/s). 

The current flowing through the series compensated capacitor C is given as: 

cdecqqw CVpVCI         (6.4) 

cqecddw CVpVCI         (6.5) 

Using KVL from DFIG terminal bus to the grid bus: 

cqdwLeqwLqwLqgqt VILpILIrVV        (6.6) 

cdqwLedwLdwLdgdt VILpILIrVV        (6.7) 

The state space matrix of equations (6.4)-(6.7) can be written as follows:  
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where cqV  and cdV are the q and d-axis voltages across the capacitor, respectively. The 

dynamic equations of the DFIG explained in Chapter 3 are given as: 
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where leakage coefficient 
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6.2.1 Design of the RSC Controller 

The RSC control scheme consists of two cascaded vector control structure with 

inner current control loops which regulates independently the d-axis and q-axis rotor 

currents, i.e. drI  and qrI , according to some synchronously rotating reference frame. The 

outer control loop regulates the stator active power (or DFIG rotor speed) and reactive 

power (or DFIG terminal voltage) independently. The stator voltage orientation (SVO) 

control principle for a DFIG is described in [31], where the q-axis of the rotating 
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reference frame is aligned to the stator voltage i.e dsV  = 0 and qsV  = sV . From (3.15) and 

(3.16), the stator side flux can be controlled using PI controller. In this study, the q-axis 

flux is regulated to zero ( 0qs ) and ( sds   ) for the de-coupled control of active and 

reactive power as described below: 
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Figure 6.2 Stator fluxes control using PI controllers 
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The PI parameters are determined by comparing with the Butterworth polynomial 

which is described in the below section, are given as: 
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Now, neglecting frictional losses, rotor speed dynamics is given as:  
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where mT  is the mechanical torque from the wind turbine. When the wind speed ( wV ) is 

less than the rated speed, then the mT is given as: 
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constant and if the wind speed ( wV ) is more than the rated 

speed, then the mT is given as: 
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where ratedP  is rated power of the wind turbine and rated  is the rated speed of the wind 

turbine.
 

Equation (6.18) can be re-written as: 
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where wrk  is the PI controller for rotor speed controller, given as: 
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Pwrr
Iwr

Pwrr
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k
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P

J
 













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


*2
    (6.22) 

 

J
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J

Pk
pp

kpk
J

P

IwrPwr

IwrPwr

r

r

22

2

2
*









       (6.23) 

Now, comparing denominator of (6.23) with Butterworth second order polynomial, i.e. 

2

00

2 2 wrwr pp   , PI controller gains are obtained as:  














2

0

0

2

2
2

wrIwr

wrPwr

P

J
k

P

J
k





       (6.24) 

where 
wr0  is the bandwidth frequency of the speed controller. 

Using qs  = 0, the electromechanical torque and q-axis stator current is given by 

(6.25) as: 
















qr

s

m
qs

qsdse

I
L

L
I

IT 
2

3

        (6.25) 

qr

s

m
dse I

L

L
T )(

2

3
          (6.26) 

 
dsm

s
mwrqr

L

L
TI




3

2
        (6.27) 

Similarly, 
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dr

s

m

s

ds
ds I

L

L

L
I 


        (6.28) 

The stator side active power can be written as: 

 
qrqs

s

m
dsdsqsqss IV

L

L
IVIVP

2

3

2

3
       (6.29) 

The stator supplied reactive power is given as: 

dsqsqsdsdsqss IVIVIVQ
2

3
)(

2

3
       (6.30) 

Substituting qsV  in (6.30) gives: 

dsqsdseqsss IpIrQ )(
2

3
        (6.31) 

Assuming constant stator flux, neglecting the stator resistance and substituting dsI  from 

Equation (6.11) gives:
 









 drds

r

m
ds

s

e
s

L

L

L
Q 



 2

2

3
       (6.32) 

Differentiating (6.32) w.r.t. time gives: 

drds

r

m

s

e
s p

L

L

L
pQ 





2

3
        (6.33) 

From (6.33) and (3.4) gives (6.34) and solving qr in terms of qrI  gives (6.35) 

 
qrredrrdrds

r

m

s

e
s IrV

L

L

L
pQ 




)(

2

3
     (6.34) 

 
qrrredrrdrds

r

m

s

e
s ILIrV

L

L

L
pQ 




)(

2

3
     (6.35) 

)(
*

ssQsQss QQkpQ          (6.36) 
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where 
me

rs

L

LL





3

2
  and Qsk  is the PI controller for stator side reactive power controller, 

given as: 









p

k
kk

IQs

PQsQs . So, (6.36) can be re-written as: 

s

IQs

PQss
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PQss Q
p

k
kQ

p

k
kpQ 



















*
     (6.37) 
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
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




IQsPQs

IQsPQs

s

s

kk
pp

kpk

Q

Q

2
*

1

       (6.38) 

Similarly, comparing denominator of (6.37) with Butterworth second order polynomial, 

i.e. 22 2 QsQs pp   , PI controller gains are obtained as:  












2

02

QsIQs

QsPQs

k

k




       (6.39) 

From (6.35) and (6.36) gives: 











ds

Q

qrrredr

r

dr
sILV

r
I




 )(

1*
     

 (6.40) 

It can be seen from Equations (6.29) and (6.40) that, sP  and sQ  are proportional 

to qrI  and drI , respectively. The mutual coupling term qrrre IL )(   in (6.40) is very 

small so its effect is negligible. The rotor current can be regulated by means of rotor 

voltages. The relation between rotor current and rotor voltage is obtained by substituting 

values of dr  and qr from (3.7) and (3.8) in Equations (3.3) and (3.4), respectively, and 

further simplification yields: 
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







 drrds

s

m
soqrrqrrqr IL

L

L
pILIrV       (6.41)

 

qrrsodrrdrrdr ILpILIrV         (6.42) 

where so =  re    and 
rs

m

LL

L
2

1  

In the Equations (6.41) and (6.42), there is the term including drI in the q-axis 

equation and there is the term including qrI in the d-axis equation. So these two equations 

are coupled and the traditional linear controllers cannot be used. However, through the 

exact linearization method, these equations can be linearized by putting the terms other 

than the currents control to one side. 









 drrds

s

m
soqrqrrqrr IL

L

L
VpILIr       (6.43)

 

qrrsodrdrrdrr ILVpILIr         (6.44) 

Lets assume: 

qrrqrrqr pILIr           (6.45) 

drrdrrdr pILIr           (6.46) 

The idea behind is to use the linear controllers that include integrations to calculate the 

derivative terms. And the nonlinear equations become linear when all the nonlinear terms  

are moved to the other side of the equations. Then the q and d-axis voltages are 

calculated as shown in Figure 6.3. 









 drrds

s

m
soqrqr IL

L

L
V *

      (6.47) 

qrrsodrdr ILV  *
        (6.48) 



200 

 

+

 
-

r

*

r
PI +

 
-

*

sQ

+

 
+

 

-

+

 

Vdr

PWM Rotor Side

Converter

Vdr
comp

Vqr
comp

qrI

*

qrI

*
drI

drI

abc
qd abcri

encoder
r

dcV

D
FIG

+  - +

 
-

dt

d

Vqr

Tm

PI

PI

+ -
PLLsr

s

sr


abcsi

abcsV
abc

qd

qdsI

qdsV

qs

ds

sStator Flux

Estimation

Qs

Calculation

PI
Eqn. 

(6.40)

sQ

ds

+

+

 

 

Figure 6.3 Block diagram of RSC control system: qrrso

comp

dr ILV   

and 







 drrds

s

m
so

comp

qr IL
L

L
V   

 

Using the inner current control loop has a significant advantage for the protection 

of the DFIG. It can naturally protect the system from over-current since current limiters 

can be easily inserted in the control system shown in Figure 6.3. 

Since the general PI controllers are widely used and proved to be effective, they 

are also applied in the following analysis [63]. For qrI  current control loop from (6.43): 

  qrrrqrrqrrqr ILprpILIrV  
'

      (6.49)
 

 qrqr

qi

qpqr II
p

k
kV 










*'
       (6.50) 
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     (6.51) 

Then the transfer functions between the reference and actual currents are changed 

to the following: 

 
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r

qpr

r

qiqp

r

iqprr

qiqp

qr
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k
L

kr
L

pp

kpk
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kkrpLp
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

 1
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1

)( 2
2*









   (6.52) 

Similar process can be repeated for drI current control loop from (6.44). 

The PI parameters are determined by comparing the coefficients in the 

denominator of (6.52) with the Butterworth second order polynomial. 

rrdpqp rLkk  02        (6.53) 

2

0 rdiqi Lkk          (6.54) 

Here 0  is the bandwidth of the current controller. The values of kp and kI for 

RSC is shown in Table 6.1. The overall vector control scheme of the RSC is shown in 

Figure 6.3. 

6.2.2 Design of the DFIG Terminal Voltage Controller 

Here, the GSC is implemented to control the terminal voltage magnitude of the 

DFIG wind turbine. In addition to terminal voltage magnitude control, GSC also 

maintains constant dc-link voltage in the ac/dc/ac converter of the DFIG by controlling 

currents supplied by GSC.  

Now the DC voltage dynamics in the DC-link is given by: 
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 qfqfdfdfodcdc IMIMIpVC 
4

3
      (6.55) 

where dcC  is the DC-link capacitance,  qrqrdrdro IMIMI 
4

3
 is the DC current from RSC 

towards GSC and dfM , qfM , drM and qrM are q and d-axis modulation indexes of GSC, 

and RSC respectively. Equation (6.55) can be re-written as: 

)( *

dcdcdcdcdcdc VVkpVC        (6.56) 

where dck  is the PI controller for DC-voltage control given as: 



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kk Idc
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       (6.58) 

Comparing denominator of (6.58) with Butterworth second order polynomial, i.e. 

2

00

2 2 dcdc pp   , PI controller gains are obtained as:  

dcdcPdc Ck 02        (6.59) 

2

0dcdcIdc Ck          (6.60) 

where 
dc0  is the bandwidth frequency of the DC-voltage controller. (6.55) can be re-

arranged as: 

  qf

df

qf

odc

df

df I
M

M
I

M
I  

1

3

4*
      (6.61) 



203 

 

From (6.61), it is clear that the DC voltage is regulated by regulating the d-axis current 

supplied by the GSC. 

Dynamic voltage equations of the GSC in the qd-reference frame are: 

2

dc
qfqtdffeqffqffqf

V
MVILpILIrV       (6.62) 

2

dc
dfdtqffedffdffdf

V
MVILpILIrV       (6.63) 

where 
qfV  and 

dfV  are the q and d-axis GSC output voltages and fr  and fL  are RL filter 

resistance and inductance, respectively after GSC. 

Equation (6.1) can be re-arranged as: 

 
dtfeqwqsqf

f

qt VCIII
C

pV 
1

      (6.64) 

Equation (6.2) can be re-arranged as: 

 
qtfedwdsdf

f

qt VCIII
C

pV 
1

      (6.65) 

The voltage magnitude, tV  at the DFIG terminal is given as: 

222

dtqtt VVV           (6.66) 

Differentiating (6.66) w.r.t. time, 

dtdtqtqtt pVVpVVpV 222         (6.67) 

Equation (6.67) gives the square of voltage magnitude dynamics at the terminal. Then the 

voltage magnitude is:  

2

_ tmagt VV  .        (6.68) 
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Figure 6.4 Block diagram of GSC control to regulate the DFIG terminal voltage 

 

Substituting (6.64) and (6.65) in (6.68) gives: 

     vtttvtdwdsdfdtqwqsqfqtt

f
VVkIIIVIIIVpV

C
 )(

2

2*22  (6.69) 

where 









p

k
kk Ivt

Pvtvt  is the PI controller for voltage magnitude control. Then, (6.69) 

can be written as: 

2*22
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

        (6.71) 

Comparing denominator of (6.71) with the Butterworth second order polynomial: 
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2
2 0

f

vtPvt

C
k         (6.72) 

2

0
2

vt

f

Ivt

C
k         (6.73) 

where vt0  is the bandwidth frequency of the voltage controller. 

From (6.69), the reference q-axis current through GSC which regulates the voltage 

magnitude at the DFIG terminal is given as: 

   qwqsdwdsdfdtvt

qt

qf IIIIIV
V

I  
1*

     (6.74) 

Inner current control: 

If we assume: 

qfqfqfqfqffqff IIkpILIr  )( *
     (6.75) 

dfdfdfdfdffdff IIkpILIr  )( *
     (6.76) 

Then, (6.62) and (6.63) can be written as: 

dc

qtdffeqfqf
V

VILM
2

)(         (6.77) 

dc

dtqffedfdf
V

VILM
2

)(         (6.78) 

Equations (6.77) and (6.78) give modulation indexes which are the output of the 

converter. And qfk  and dfk  are PI current controllers for q and d-axis currents, 

respectively and 









p

k
kkk I

Pdfqf
1

1 . 

Then, (6.75) can be re-written as: 
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L
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L
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

       (6.79) 

Comparing denominator of (6.79) with the Butterworth second order polynomial gives: 

ffcP rLk  01 2        (6.80) 

2

01 cfI Lk          (6.81) 

where c0 is the bandwidth frequency of the current controller. 

6.2.3 Phase Locked Loop (PLL) 

A PLL is designed to obtain the reference angle for qd transformation so as to 

align the stator voltage along the q-axis and is included in the overall model of the system 

to make the design system more realistic. Figure 6.5 shows the 3-phase PLL which takes 

the input as the measured DFIG terminal voltage sV  and transforms it to qd-reference 

frame. PLL aligns the stator side voltage to q-axis by comparing d-axis load voltage with 

zero reference voltage. The voltage error signal is passed through the PI controller to 

obtain the angular frequency of the load bus voltage. Hence in the PLL system: 

)sin(0)sin( sissisds VVV        (6.82) 

si            

 (6.83) 

Now the error signal is given as: )sin(0 sisds VVe    

If )( si    is very small, then we can write: )()sin( sisi    
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Figure 6.5 Block diagram of PLL control 

 

From the block diagram shown in Figure 6.5, )( sisV   is the input to the controller and 

e  is the output from the controller hence: 

epllsis KV   )(         (6.84) 

  pllsis
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       (6.85) 
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









     (6.86)

 

pllIspllPs

pllIspllPs

i

s

kVkpVp

kVkpV

__

2

__









       (6.87) 

Now, comparing the denominator of (6.86) with the Butterworth second order 

polynomial, i.e. 2

_0_0

2 2 pllpll pp   , the parameters of the controller are given as: 



208 

 

















s

pll

pllI

s

pll

pllP

V
k

V
k

2

_0

_

_0

_

2





         (6.88) 

where pll_0  is the bandwidth frequency of the PLL controller. 

Table 6.1 gives the PI controllers values used for the simulation study following 

above procedure. The switching frequency is taken as 1 kHz and the bandwidth of inner 

current controller is taken ten times that of outer loop controller i.e  

sradfswsw /6280**2    and 
10

;
10

inner
outer

sw
inner





   

sradsrad ovtodcouterocinner /8.62;/6280    and sradowr /628.0  

From (6.53): 76.12 0  rrdpqp rLkk   and from (6.54): 6.783
2

0   rdiqi Lkk  

From (6.21): 26.8
2

2 
P

J
k owrPwr   and from (6.22): 65.3

2 2  owrIwr
P

J
k    

From (6.59): 32.52  dcodcPdc Ck   and from (6.60): 63.2362  dcodcIdc Ck   

Table 6.1 Parameters of the machine and PI controller coefficients 

rs 2.3 m  Cdc 60 mF 
dpqp kk /

 

76.1  
diqi kk /

 

6.783  

rr 2 m  Lf 2 mH 
Pwrk  26.8  

Iwrk  65.3  

Ls 2.93 mH rf 2 m  
Pdck  32.5  

Idck  63.236  

Lr 2.97 mH J 18.7 

kg.m
2
 

1Pk  77.1  
1Ik  76.788  

Lm 2.88 mH P 4 
PQsk  0.00022

2 

IQsk  0.001 

  0.669 Cf 5 mF 
PVtk  0.22 

IVtk  9.85 

Vs 563.38 V    
pllPk _  2.10 

pllIk _  4.1244  
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From (6.80): 77.121  ffocP rLk   and from (6.81):  76.7882

1  focI Lk 
 

From (6.38):  QsPQsk 02 = 0.00022 and from (6.39):  =
2

QsIQsk   = 0.001 

From (6.72): 
2

2 0

f

vtPvt

C
k  = 0.22 and from (6.73): 

2

0
2

vt

f

Ivt

C
k   = 9.85 

In PLL controller design, the switching frequency is taken as 2 kHz and the 

bandwidth of the PLL controller is taken as: sradfswsw /560,12**2    and 

sradsw
pll /3.837

15
_0 


  

From (6.88): 10.2
2 _0

_ 
s

pll

pllP
V

k


 and from (6.88): 4.1244

2

_0

_ 
s

pll

pllI
V

k


 

6.2.4 Stator Flux Estimation 

As shown in Figure 6.3, the stator side flux should be estimated as accurately as 

possible for the RSC control implementation. Therefore this section explains the stator 

flux estimation using Low Pass Filter (LPF).  

The stator flux in stationary reference frame is given as: 

s

qds

s

qdss

s

qds pIrV 
        (6.89) 

   dtIrV s

qdss

s

qds

s

qds
       (6.90)

 

Flux can be estimated using (6.90) but the pure integration ( p1 ) involves the DC 

offsets and drifts [64]. To solve these problems, the pure integrator is replaced by a LPF. 

The estimated stator flux by the LPF can be given as: 
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d

q

eV

sl

^


qds

^





1

 

 

Figure 6.6 Vector diagram of the LPF and the pure integrator [64] 

 

apVe

sl




1
^


         (6.91) 

where sl

^

  is the estimated stator flux by LPF, a = pole and qdssqdse IrVV  .
 

The phase lag and the gain of (6.91) can be given as: 

a

e

^

1tan


 
        (6.92) 

^
22

^

1

e

e

sl

a
V

M








       (6.93)

 

where e

^

 is the estimated synchronous angular frequency given as [64]: 

2

^ )()(

s

qsdssdsdsqssqs
e

IrVIrV







       (6.94) 

The LPF eliminates the saturation and reduces the effect of DC offsets but at the 

same time it brings the magnitude and phase angle error due to the cut off frequency of 

the LPF. Figure 6.6 shows the phase lag of sl

^

  estimated by the LPF, and the phase lag 
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of qds

^

  estimated by the pure integrator. The phase lag of qds

^

  is 90
◦
 and the gain is 

e

^

/1  . However, the phase lag of the LPF is not 90
◦
 and the gain is not e

^

/1  . Hence, an 

error will be produced by this effect of the LPF. When the machine frequency is lower 

than the cutoff frequency of the LPF, the error is more severe. In order to remove this 

error, the LPF in (6.91) should have a very low cutting frequency. However, there still 

remains the drift problem due to the very large time constant of the LPF. For the exact 

estimation of the stator flux, the phase lag and the gain of sl

^

 in (6.91) have to be 90
◦
 and 

e

^

/1  , respectively. Furthurmore, to solve the drift problem, the pole should be located 

far from the origin. 

Hence, the decrement in the gain of the LPF is compensated by multiplying a gain 

compensator, G in (6.95) and the phase lag is compensated by multiplying a phase 

compensator, P in (6.96) given as:  

e

ea
G

^

^
22






        (6.95) 

)exp( 1jP 
        (6.96) 

2
tan 1

1


 





a

e
        (6.97)

 

)exp(
1

1^

^
22

^






j

a

apV
e

e

e

qds





       (6.98)
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The cutoff frequency in LPF cannot be located at fixed point far from the origin. 

If the pole is varied proportionally to the machine speed, the proportion of the machine 

frequency to the cutoff frequency of the LPF is constant. If the proportion is large, the 

estimation error will be very small. Consequently, the pole is determined to be varied 

proportionally to the motor speed as (6.99). Therefore, the pole is located close to the 

origin in very low speed range and far from the origin in high speed range. 

K
a

e

^



          (6.99)
 

where K = constant. 

The complete equation for stator flux estimator can be derived as: 

)exp(
)/(

)/(

1
1^

^
22

^

^

^










j

K

KpV
e

ee

ee

qds






     (6.100) 

where )sin()cos()exp( 111  jj  , ^
22

^

^

1

)/(

)cos(

ee

e

K 







  and 
^

22
^

^

1

)/(

/
)sin(

ee

e

K

K










 

Simplifying (6.100) and separating into real and imiginary parts gives: 

 )(sin)(cos
)/(

)/(

1
11^

^
22

^

^

^

dssdsqssqs

e

ee

e

qs IrVIrV
K

Kp






 







   (6.101) 

 )(sin)(cos
)/(

)/(

1
11^

^
22

^

^

^

qssqsdssds

e

ee

e

ds IrVIrV
K

Kp






 







   (6.102) 

Figure 6.7 shows the overall block diagram of the whole system to estimate stator 

side flux using LPF and synchronous speed of the machine. Figure 6.8 shows the  



213 

 

qdsV
+

-

qdss Ir

)/(

1
^

Kp e
e

ee K

^

^
22

^

)/(



 
)exp( 1j

Signal

Computation

qdsIqdsV

e

^

)sin( 1

)cos( 1

Phase 

Compensator

Gain 

CompensatorLPF

qds

^



 

Figure 6.7 Overall block diagram of the stator flux estimation using LPF [64] 

schematic diagram of the overall control system implemented in back to back converter 

of the DFIG system including stator side flux estimator using LPF.  

6.3 Dynamic Simulation Results 

First of all, the PLL and the stator flux estimator performance are discussed and 

the output from PLL and stator flux estimator is used for the control implementation of 

the GSC and RSC in DFIG. Figure 6.9 shows the plot of reference angle given by PLL to 

align the stator voltage along the q-axis. Figure 6.10 depicts the angular synchronous 

frequency of the system measured by the PLL and estimated by the stator flux estimator. 

The estimated stator fluxes using pure integrater as well as LPF and synchronous 

angular speed of the machine is presented in Figure 6.11. At t=10 s, 15 s and 20 s, the 

compensation level of the series compensated line is changed, as a result the frequency 

and flux estimated by the stator flux estimator oscillates and finally settles quickly. 



214 

 

DFIG

dcVRSC GSC

PWM

qd
abc

     Vt 

control
PWM

PI current 

control

PI current 

control

r

abcsV

abcsI

abcrI

qd
abc

 

s

PLLs

encoder
r

dt
d

qd
abc

sr

+
-

 

 

 r
sr

qd
abc

qdrI

qdsI

qs

ds

Stator Flux

Estimation

Qs

Calculation

qdsV

Qs r
control

*

r

*

sQ

Qs

*

abcrV
*

qdrV
qd

abc

s

abcfI qdfI

dcV
*

dcV
dcVr

Terminal Voltage Controller

RSC Controller

*

qdfI
*

qdfV

*2

tV

22

dtqt VV 
qdtV

qd
abc

abctV

2

tV

 

s

Grid

 

Figure 6.8 Schematic diagram of the implemented control structure of the DFIG wind turbine 

 



215 

 

0 2 4 6 8 10
0

1000

2000

3000

4000

Time [s]

R
e
fe

re
n
c
e
 a

n
g
le

 f
ro

m
 P

L
L
 [

ra
d
]

9 9.05 9.1 9.15 9.2 9.25
0

1

2

3

4

5

6

7

Time [s]

R
e
fe

re
n
c
e
 a

n
g
le

 f
ro

m
 P

L
L
 [

ra
d
]

 

Figure 6.9 Reference angle output from PLL, se  (top) and reference angle after modular 

division by 2 , s  (bottom) 
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Figure 6.10 The angular synchronous frequency of the DFIG system measured by PLL 

and the stator flux estimator 
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Figure 6.11 Estimated stator fluxes and synchronous speed of the machine 

 

To assess the performance of the RSC and GSC controllers designed, four distinct 

case studies are done.  

 

Case I: Constant wind speed 

In this case, the wind speed to the DFIG is maintained constant at 11.5 m/s and 

the series compensation level is varied to analyze the effect of increasing compensation  
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Figure 6.12 DFIG terminal voltage at various compensation levels 

 

level. As shown in Figure 6.13(c), as the compensation level increases, the reactive 

power consumption in the transmission line decreases. As a result, the reactive power 

demand requirement to maintain constant terminal voltage reduces. The series 

compensation also helps to increase the power transfer capability in the transmission line 

as depicted in Figure 6.14(a). With the increase in compensation level, the voltage across 

series capacitor increases (see Figure 6.14(c)) as a result more reactive power will be 

supplied to the grid shown in Figure 6.14(b). 

 

Case II: Varying wind speed with 50% compensation level 

In this case, the wind speed to the DFIG is varied from 6 to 12 m/s and 50% series 

compensation level is maintained to analyze the effect of varying output power from 

DFIG. As shown in Figure 6.16(c), as the wind speed increases, the power output from 
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(c) 

Figure 6.13 (a) DC-link voltage in DFIG, (b) DFIG supplied total active power and (c) 

GSC supplied reactive power at various compensation levels 
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(c) 

Figure 6.14 (a) Active power supplied to grid, (b) Reactive power supplied to grid and (c) 

Voltage across series capacitor at various compensation levels 
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(b) 

Figure 6.15 (a) RSC modulation indexes and (b) GSC modulation indexes  

the DFIG increases and DFIG supplies reactive power proportional to active power 

output (see Figure 6.17 (a)) to maintain constant terminal voltage at DFIG terminal bus as 

portrayed in Figure 6.16(b). When the current in transmission line increases, the series 

capacitor generates more reactive power because at higher current through the capacitor, 

the voltage across the capacitor increases as shown in Figure 6.18(b) which shows the 

self voltage regulating behaviour of the series compensation. 
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(c) 

Figure 6.16 (a) Wind speed, (b) DFIG terminal voltage and (c) DFIG supplied active 

power during varying wind and 50% compensation level 



222 

 

5 6 7 8 9 10 11 12 13 14 15 16
0

0.05

0.1

0.15

0.2

Time [s]

D
F

IG
 s

u
p
p
lie

d
 r

e
a
c
ti
v
e
 p

o
w

e
r 

[p
u
]

 

(a) 

5 6 7 8 9 10 11 12 13 14 15 16
0.2

0.4

0.6

0.8

1

Time [s]

A
c
ti
v
e
 p

o
w

e
r 

s
u
p
p
lie

d
 t

o
 g

ri
d
 [

p
u
]

 

(b) 

5 6 7 8 9 10 11 12 13 14 15 16
0

0.05

0.1

0.15

0.2

Time [s]

R
e
a
c
ti
v
e
 p

o
w

e
r 

a
b
s
o
rb

e
d
 f

ro
m

 g
ri
d
 [

p
u
]

 

(c) 

Figure 6.17 (a) DFIG supplied reactive power, (b) Active power supplied to grid and (c) 

Reactive power absorbed from the grid during varying wind and 50% compensation level 
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(b) 

Figure 6.18 (a) DC-link voltage in DFIG and (b) Voltage magnitude across series 

capacitor during varying wind and 50% compensation level 

 

The GSC regulates the DC-link voltage constant for the whole operation period. 

Similarly, the magnitude of modulation indexes in GSC and RSC are less than 1 as 

shown in Figure 6.19 during the entire operation period of the DFIG. 
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(b) 

Figure 6.19 (a) RSC modulation indexes and (b) GSC modulation indexes  

 

Case III: Wind speed profile with 50% compensation: 

In this case, the wind speed profile is shown in Figure 6.20 (a) and 50% series 

compensation level is maintained to analyze the effect of wind speed fluctuation to the 

overall system performance. 

The GSC regulates the DC-link voltage and the DFIG terminal voltage to their 

rated values eventhough the wind speed fluctuates as depicted in Figure 6.20(b) and 

6.20(c) respectively. When the wind speed increases, the active power output from the 
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DFIG also increases propertionally and the GSC has to supply more reactive power to 

maintain the wind turbine terminal voltage constant. 
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(c) 

Figure 6.20 (a) Wind speed profile (b) DFIG terminal voltage and (c) DC-link voltage in 

DFIG  
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(c) 

Figure 6.21 (a) DFIG generated active power (b) GSC generated reactive power and (c) 

Active power supplied to grid 
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(c) 

Figure 6.22 (a) Reactive power absorbed from the grid (b) GSC modulation indexes and 

(c) RSC modulation indexes  
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Figure 6.23 Voltage magnitude across series capacitor 

 

Case IV: Wind speed profile with 25% compensation: 

In this case, the wind speed profile is shown in Figure 6.24(a) and 25 % series 

compensation level is maintained to analyze the effect of varying wind speed to the 

overall system. 

All the observations are similar to what is observed in case III. The only 

noticeable difference being the amount of reactive power GSC has to supply to maintain 

the wind turbine terminal voltage constant. From Figures 6.21(b) and 6.25(b), it can be 

concluded that as the compensation level increases, the reactive power consumed by the 

line reactance decreases so the GSC has to generate less reactive power to maintain 

constant wind turbine terminal voltage. 
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(c) 

Figure 6.24 (a) Wind speed profile (b) DFIG terminal voltage and (c) DC-link voltage in 

DFIG  
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Figure 6.25 (a) DFIG generated active power (b) GSC generated reactive power and (c) 

Active power supplied to grid 
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Figure 6.26 (a) Reactive power drawn from the grid (b) GSC modulation indexes and (c) 

RSC modulation indexes  
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Figure 6.27 Voltage magnitude across series capacitor 

 

Therefore, from the dynamic simulation study of the terminal voltage controller in 

the DFIG interfaced with series compensated line, it is observed that as the compensation 

level increases, the consumption of the reactive power in the transmission line decreases 

and the power carrying capability of the line increases. It is also noticed that as the 

loading of the line increases, the reactive power demand in the uncompensated line 

increases because the line consumes more reactive power but in case of the compensated 

line, series capacitor generates more reactive power at higher loading so reactive power 

demand doesnot increases significantly hence the GSC does not need to supply more 

reactive power to maintain constant terminal voltage magnitude at the wind turbine. 
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6.4 Series Compensated Power Grid 

To study the effect of series compensation in the performance of the transmission 

line with regard to voltage regulation and power transmission capability enhancement, a 

test system model shown in Figure 6.28 is built. The bus-1 is generator terminal bus and 

the bus-2 is grid. The grid voltage is assumed to be known. The active power (P) injected 

to the system is varied at bus-1 so as to study the effect of active power loading in the 

line. The reactive power (Q) supplied to the system is also varied to study the effect of 

power factor variation on the voltage regulation of the bus-1. The steady state 

performance of this test system is studied by varying the series compensation level of the 

line for voltage regulation and power carrying capability enhancement of the line. 

The steady state equations of the series compensated line are discussed here. The 

active (P) and reactive (Q) power injected at bus-1 is modeled by varying the q and d-axis 

current given by (6.103) and (6.104) which are derived as: 

*

1
2

3
qdqdtIVS            (6.103) 

L
X Lr

Grid

CX
tV

gV
gI

fC

VC

+ -

Q

P 

(1) (2)

 

Figure 6.28 Schematic diagram of the series compensated two bus test power system 
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*

*

1
3

2

qdt

qd
V

S
I           (6.104) 

where, dtqtqdt jVVV  , 111 dqqd jIII   and jQPS   and 1qdI  is current generated from the 

generator and qdtV  is the instantaneous voltages at bus-1 and jQPS   is the apparent 

power injected at bus-1. The steady state bus-1 voltage in complex form is given as: 

qdgqdqdtfe IIVCj  1        (6.105) 

The steady state current flowing through the series compensated line is given as: 

cqdeqdg CVjI          (6.106) 

Using KVL from bus-1 to the bus-2: 

cqdqdgLeqdgLqdgqdt VILjIrVV         (6.107) 

Different power factor (pf) operation at the bus-1 is studied by relating active and 

reactive power supplied by the generator at bus-1 given as: 

  PpfQ *)(costan 1        (6.108) 

Here, the objective is to vary the active and reactive power and study the voltage profile 

at bus-1 ( qdtV ). Since we have four steady state equations and four unknowns which 

are: 1qdI , qgdI , qdtV  and cqdV .  

From (6.107) and (6.107) 

cqdcqdeLeLqdgqdt VCVjLjrVV  ))((       (6.109) 

cqdLelcqdgqdt VrCjZVV )(        (6.110) 

where )1(
2

CLZ Lelc  , from (6.105)  

qdtfeqdqdg VCjII  1        (6.111)
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From (6.104) and (6.111): 

qdtfe

qdt

qdg VCj
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S
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*
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3

2

       (6.112)
 

From (6.106) and (6.112): 
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      (6.113) 
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From (6.110) and (6.114): 
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Separating (6.117) into real and imaginary parts gives: 
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Solving (6.118) and (6.119) simultaneously in MATLAB gives the qtV  and dtV  for 

various values of P and Q. Then the terminal voltage magnitude is calculated as: 

22
2

dtqtqdt VVV          (6.120) 
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Case I: Unity power factor operation: 

In this case, the reactive power supplied is zero as shown in Figure 6.29(a). In this 

operation mode, higher compensation level gives better voltage profile through out the 

variation of active power from zero to 100 % as shown in Figure 6.29(b). It is because the 

higher compensated line generates more reactive power as the current flowing in the line 

increases, i.e., self-regulation property of series compensated line. 
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Figure 6.29 (a) Reactive power supplied at bus-1 and (b) Voltage magnitude at bus-1 
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Figure 6.30 (a) Reactive power supplied to grid (-ve means absorption from grid), (b) 

Voltage across series capacitor and (c) Active power to grid 
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Case II: 0.8 leading power factor operation: 

In this case, the reactive power is supplied to the transmission line proportional to 

the active power supplied at bus-1 as shown in Figure 6.31(a). In this operation mode, 

higher compensation level gives lower voltage profile as shown in Figure 6.31(b) because 

the line is over compensated, i.e. the net reactance of higher compensated line is more 

capacitive whereas less compensated line has net inductive impedance as a result the 

voltage difference between bus-1 and bus-2 can be high. 
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Figure 6.31 (a) Reactive power supplied at bus-1 (b) Reactive power supplied to grid  
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Figure 6.32 (a) Voltage magnitude at bus-1, (b) Voltage across series capacitor and (c) 

Active power to grid 
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Case III: 0.8 lagging power factor operation: 

In this case, the reactive power is absorbed from the system proportional to the 

active power supplied at bus-1 as shown in Figure 6.33(a). In this operation mode, higher 

compensation level gives better voltage profile as the active power flowing in the line 

varies (see Figure 6.34(a)). It is because higher compensation means less net impedance 

of the line so the voltage difference between bus-1 and bus-2 cannot be high. 
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Figure 6.33 (a) Reactive power supplied at bus-1 and (b) Reactive power supplied to grid 

(-ve means absorbed from grid) 
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Figure 6.34 (a) Voltage magnitude at bus-1, (b) Voltage across capacitor and (c) Active 

power to grid 
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6.5 Steady State Analysis of the Overall System 

The steady state equations of the DFIG system used in this analysis, presented in 

Chapter 4, are given below: 

drmedsseqssqs ILILIrV          (6.121) 

qrmeqssedssds ILILIrV          (6.122) 

    drrredsmreqrrqr ILILIrV        (6.123) 

    qrrreqsmredrrdr ILILIrV        (6.124) 
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 qsdsdsqss IVIVQ        (6.128) 
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 dfdfqfqfdrdrqrqr IMIMIMIM     (6.129) 
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df VILIr
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M  
2

      (6.131) 

0)(
2

3
 qfdsdfqsGSC IVIVQ       (6.132)
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If the GSC is supplying/absorbing reactive power, Equation (6.132) should be changed 

accordingly.  

The steady state equations of the series compensated line shown in Figure 6.1 are 

discussed here. The steady state DFIG terminal voltages are given as: 

 
qwqsqf

fe

dt III
C

V 


1
       (6.133) 

 
dwdsdf

fe

qt III
C

V 


1
       (6.134) 

The steady state current flowing through the series compensated line is given as: 

cdeqw CVI           (6.135) 

qcedw CVI           (6.136) 

Using KVL from DFIG terminal bus to the grid bus: 

cqdwLeqwLqgqt VILIrVV         (6.137) 

cdqwLedwLdgdt VILIrVV         (6.138) 

For studying the steady state operating characteristics of the DFIG wind turbine 

interfaced with the series compensated line, the steady state equations given by (6.121)-

(6.138) are solved simultaneously in MATLAB. The wind speed is varied from cut-in 

speed to rated speed to get the total output power from DFIG wind turbine close to zero 

to 1 pu and the corresponding relevant quantities are plotted against varying power output 

from DFIG wind turbine for different values of C (series compensation level) as shown in 

Figures 6.35-6.43. The steady state voltage regulation as well as active power carrying 

capability of the series compensated line is studied for three distinct operation modes of 

the DFIG. 
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Case I: Unity power factor operation mode: 

The DFIG is not supplying any reactive power to the system. The terminal 

voltages at different compensation levels is presented in Figure 6.36(a). The modulation 

indexes of the GSC and RSC as well as active power flowing through the ac/dc/ac 

converter is shown in Figure 6.37. 
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(b) 

Figure 6.35 (a) Reactive power supplied at bus-1 and (b) Reactive power supplied to grid 

(-ve means absorbed from grid) 
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(c) 

Figure 6.36 (a) Steady state DFIG wind turbine terminal voltage, (b) Voltage magnitude 

across series capacitor and (c) Active power supplied to grid 
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(c) 

Figure 6.37 (a) Active power flowing through the ac/dc/ac converter, (b) GSC 

modulation indexes and (c) RSC modulation indexes 
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Case II: 0.95 leading power factor operation mode: 

In this operation mode, the GSC in DFIG is supplying reactive power to the grid 

proportional to the active power output from the wind turbine as shown in Figure 6.38(a). 

Figure 6.39(a) shows the voltage profile of the DFIG terminal voltage while the power  
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Figure 6.38 (a) Steady state GSC supplied reactive power and (b) GSC modulation 

indexes  
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(c) 

Figure 6.39 (a) DFIG terminal voltage magnitude (b) Voltage magnitude across the series 

capacitor and (c) Reactive power supplied to grid 
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(b) 

Figure 6.40 (a) Active power supplied to grid and (b) Zoomed view of active power 

supplied to grid 

 

output from the wind turbine varies from 0 to 1 pu at various level of compensation in the 

line. Figure 6.40(b) clearly shows the enhancement in power carrying capability of the 

transmission line at higher series compensation level. 
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Case III: 0.95 lagging power factor operation mode: 

In this operation mode, the GSC in DFIG is absorbing the reactive power from the 

system which is proportional to the active power output from the wind turbine as shown 

in Figure 6.41(a). Figure 6.42(a) shows the voltage profile of the DFIG terminal voltage. 
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Figure 6.41 (a) Steady state GSC consumed reactive power and (b) GSC modulation 

indexes  
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(c) 

Figure 6.42 (a) DFIG terminal voltage magnitude (b) Voltage magnitude across the series 

capacitor and (c) Reactive power supplied to grid  
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Figure 6.43 Active power supplied to grid  

Hence, in this chapter, the effect of series compensation in the terminal voltage 

regulation of the DFIG wind turbine and the power transferring capability of the 

transmission line are studied through the dynamic simulation as well as steady state 

analysis. A two bus power system is used to analyze the effect of series compensation on 

the steady state voltage regulation as well as power carrying capability of the 

compensated line. It is clearly observed that as the compensation level increases, the 

reactive power consumption in the transmission line decreases. As a result, the demand of 

reactive power to maintain the constant terminal voltage at the DFIG wind turbine 

decreases. That means, smaller size GSC can be used in the DFIG turbine interconnected 

to power grid through the series compensated line. Series compensation gives better 

steady state terminal voltage profile when the DFIG is operating in unity power factor as 

well as lagging power factor mode. In case of leading power factor, the line will be 

overcompensated and the terminal voltage rises. As the compensation level increases, the 

amount of active power supplied to the grid through the same transmission line increases, 

i.e. power transferring capability of the line gets enhanced.  
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CHAPTER 7 

AUTONOMOUS OPERATION OF DFIG WIND ENERGY 

CONVERSION UNIT WITH INTEGRATED ENERGY STORAGE  

7.1 Introduction 

In many remote areas, installation of the WECS is feasible for local electricity 

generation because of the availability of favorable wind condition. However, due to the 

absence of electrical power network, wind energy cannot be utilized easily because of its 

stochastic nature and uncontrollability. In such a case, a wind turbine has to be operated 

in standalone mode. Moreover, a grid connected wind generator can be operated in 

standalone mode to supply locally connected load because of problems with the grid or 

connection to the grid, which may also increase the reliability of the power supply 

system. Standalone operation mode of wind turbine requires more complex control 

strategy development than the grid connected operation mode. In the standalone system, 

variation in the connected load results in generation mismatch and leads to offer either an 

over generation (situation where generated power is more than connected load) or under 

generation (situation where generated power is less than connected load) situation. Over 

generation results in increase of frequency and voltage; whereas under generation results 

in decrease of frequency and voltage. As a result, system frequency and voltage might 

fall below or above the standard limit. Hence, in this operation mode, besides supplying 

demanded active and reactive powers to the connected load, the WECS should also 

control the electrical frequency of the system and magnitude of the voltage supplied to 
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the load. Since the wind speed fluctuates randomly, power output from wind turbine also 

changes. So, to increase the reliability and the stability of the autonomously operated 

wind turbine system, integration of properly sized energy storage system into the WECS 

is necessary. The energy storage system basically mitigates the power fluctuations and 

consequent power quality problems [47]. Among the different energy storage 

technologies available as discussed in Chapter 2, the battery storage system is the 

technically and commercially developed technology. Hence, integrated battery energy 

storage system is implemented in this study. And to control the voltage and frequency of 

the standalone operated system, traditional reactive power versus voltage (Q-V) and real 

power versus frequency (P- ) droop techniques is used. 

The DFIG with energy storage system in standalone operation mode can be taken 

as two sources of power. One is the DFIG with RSC and the other is storage system with 

LSC. The control of the RSC allows wind turbine to capture maximum power available 

in the wind. Control of RSC also enables the DFIG to control active and reactive power 

in the stator side independently. On the other hand, LSC with the storage system will 

regulate the system frequency and voltage magnitude. The DC-link voltage in ac/dc/ac 

converter remains almost constant, but the current flows through battery vary, so the 

battery can be considered as a load with a variable resistance  

Hence, this chapter focuses on the modeling, control, and operation issues of 

DFIG-based WECS with integrated battery energy storage system operating in 

autonomous mode. Finally, the performance of proposed system is verified by dynamic 

and steady state simulation results. Hereafter the overall DFIG wind turbine system with 

integrated energy storage is called as „DFIG Wind Energy Conversion Unit (WECU)‟. 
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7.2 Studied System  

Figure 7.1 shows the single line diagram of the studied system. The overall 

system consists of: 1) DFIG-based WECS whose main components are a wind turbine, a 

gear box, a DFIG, a back-to-back ac-dc-ac converter consisting of the RSC and the LSC, 

a battery bank connected in parallel with the dc-link capacitor of power converter and an 

RL filter connected after LSC. The DFIG-based WECS is connected to the load through 

load bus. 2) A three phase capacitor Cm connected at load bus primarily to mitigate 

switching voltage harmonics and voltage fluctuation in the load bus. And 3) Loads: three 

types of loads are connected to the system to make system more realistic which are: a 

linear RL load, a constant load and a nonlinear load which is related to voltage magnitude 

and frequency. The connected load is always assumed to be less than the sum of power 

generated by DFIG and battery energy storage system. The whole system is working 

autonomously. 

7.3 Dynamic Model of the System Components 

7.3.1 Wind Turbine Model 

The turbine is the prime mover of the WECS that enables the conversion of 

kinetic energy of wind
wE into mechanical power

mP and eventually into electricity [62]. 

pwp
w

m CVAC
t

E
P
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2

1
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


      (7.1) 
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Figure 7.1 Schematic diagram of the studied system
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where 
wV is the wind speed at the center of the rotor (m/sec),  is the air density 

(kg/m
3
), A is the frontal area of the wind turbine (m

2
); R being the rotor radius.

pC  is the 

performance coefficient which in turn depends upon turbine characteristics (blade pitch 

angle, β and tip speed ratio,  ) that is responsible for the losses in the energy conversion 

process. The numerical approximation of 
pC  used in this study is [62]: 
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where the TSR   and ),(  fi   are given by [62]: 
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where t  is the turbine speed and R is the blade radius of the wind turbine. 

7.3.2 DFIG Model 

The dynamics of DF'IG is represented by a fourth-order state space model using 

the synchronously rotating reference frame (qd-frame), described in Chapter 3, are as 

follows: 
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7.3.3 Battery Model 

The storage system plays a major role for controlling frequency and voltage in the 

standalone operation mode. The storage system is composed of a set of batteries 

connected in parallel and series connection. The equivalent circuit of the battery is shown 

in Figure 7.1, where Vb is the battery terminal voltage, Rbt is the equivalent resistance of 

series/parallel connected batteries and its value depends upon the connection conditions 

and amount of batteries. The parallel circuit of Rb1 and Cb1 is used to describe the energy 

and voltage during charging or discharging. Rbp is connected in parallel with Cbp to 

simulate the self-discharging of a battery. Since the self-discharging current of a battery 

is small, the resistance of Rbp is large. As the battery is an energy storage unit, its energy  
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Table 7.1 Battery Parameters [71]: 

Parameter Value Parameter Value 

Cb1 1 F Cbp 52600 F 

Rb1 0.001 Ω Rbp 10 kΩ 

Rbs 0.013 Ω Rbt 0.0167 Ω 

 

is represented in kWh. When the capacitor is used to model the battery unit, the 

capacitance can be determined from the following relationship [71]: 

 
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        (7.12) 

where max_bocV  and min_bocV  are the maximum and minimum voltage across battery 

capacitance, respectively. 

The dynamic model of the battery based on its structure in Figure 7.1 is represented as: 
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7.3.4 Load Model 

For the linear RL loads, voltage equation is: 

qdLLeLqdLqdLLqdt ILjpILIrV         (7.15) 

where Lr and LL is the resistance and inductance of the RL load, respectively. 
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The filter capacitor current is given by: 

qdnLqdLLqdLqdwqdtmeqdtm IIIIVCjpVC        (7.16) 

where mC is the filter capacitor, qdwI  is the current supplied by the DFIG wind turbine 

system and qdLI , qdLLI and qdnLI  are current drawn by RL load, linear load and non-linear 

load, respectively. 

A non-linear electrical load is a load on the electrical system that draws a non-

sinusoidal current waveform from the connected supply. Computer, fax machine, printer, 

electronic lighting ballast, variable-speed drive etc. are the typical examples of non-linear 

electrical loads. The non-linear loads have non-linear relationship with the voltage 

magnitude and system frequency. In this study, non-linear loads are modeled as [70]: 
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where oP  and oQ  are base active and reactive powers of non-linear loads, respectively. 

PCCmV _  and   are local voltage magnitude and frequency, respectively. 0V  and 0  are 

nominal voltage magnitude and frequency of the distribution system, respectively. a and 

b are load-voltage and load-frequemcy dependence factors, respectively. In this study 

a=b=3 is taken. 

The active and reactive powers drawn by the constant load are given as: 














)(
2

3

)(
2

3

qLLdtdLLqt

dLLdtqLLqt

IVIVQ

IVIVP

       (7.18) 



261 

 

Hence, the current drawn by the constant load can be expressed using (7.18) as: 
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Similarly, the non-linear load current equations are: 
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7.4 Controller Design 

7.4.1 Rotor Side Converter (RSC) Controller 

The RSC control scheme consists of two cascaded vector control structure with 

inner current control loops which regulates independently the d-axis and q-axis rotor 

currents, i.e. drI  and qrI , according to some synchronously rotating reference frame. The 

outer control loop regulates the stator active power (or DFIG rotor speed) and reactive 

power independently. The stator voltage orientation (SVO) control principle for a DFIG 

is described in [31], where the q-axis of the rotating reference frame is aligned to the 

stator voltage, i.e dsV  = 0 and qsV  = sV . From (3.15) and (3.16), the stator side flux can 

be controlled using PI controller. In this study, the q-axis flux is regulated to zero 

( 0qs ) and ( sds   ) for the de-coupled control of active and reactive power as 

described below: 
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the outputs from the PI controllers as shown in Figure 7.2. 

The PI parameters determined by comparing with the Butterworth polynomial, are 

given as: 













2

0

02










sI

s

s
sP

k

L

r
k

        (7.22) 

+

 
- PI +

 

-

0* qs

qs

sr

ms

LL

Lr



qr

dr

+

 
- PI

 
-

*

ds

qsV

+

dsVds

e

1

*

ds

*

qs

+
-

qs

ds

e

1

 

Figure 7.2 Stator fluxes control using PI controllers 
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Now, neglecting frictional losses, rotor speed dynamics is given from (7.10) as:  
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2
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J

P
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where mT  is the mechanical torque from the wind turbine. When the wind speed ( wV ) is 

less than the rated speed, then the mT is given as: 
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constant and if the wind speed ( wV ) is more than the rated 

speed, then the mT is given as: 

rated

rated
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P
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where ratedP  is rated power of the wind turbine and rated  is the rated speed of the wind 

turbine. Equation (7.23) can be re-written as:
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Now, comparing denominator of (7.28) with the Butterworth second order polynomial, 

i.e. 
2

00

2 2 wrwr pp   , PI controller gains are obtained as:  














2

0

0

2

2
2

wrIwr

wrPwr

P

J
k

P

J
k





       (7.29) 

where wr0  is the bandwidth frequency of the speed controller. 

Using qs  = 0, the electromechanical torque and q-axis stator current is given by 

(7.30) and (7.31) as: 
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The stator side active power can be written as: 
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The stator supplied reactive power is given as: 
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Substituting qsV  in (7.36) gives: 
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Assuming constant stator flux, neglecting the stator resistance and substituting dsI  from 

Equation (7.7) gives: 
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Differentiating (7.38) w.r.t. time gives: 
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From (7.5) and (3.4) gives (7.40) and solving qr in terms of qrI  gives (7.41) 
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Similarly, comparing denominator of (7.44) with Butterworth second order polynomial, 

i.e. 22 2 QsQs pp   , PI controller gains are obtained as:  
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From (7.41) and (7.42) gives: 
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It can be seen from Equations (7.33) and (7.45) that, sP  and sQ  are proportional 

to qrI  and drI , respectively. The mutual coupling term qrrre IL )(   in (7.45) is very 

small so its effect is negligible. The rotor current can be regulated by means of rotor 

voltages. The relation between rotor current and rotor voltage is obtained by substituting 

values of dr  and qr from (3.7) and (3.8) in Equations (3.3) and (3.4), respectively, and 

further simplification yields: 
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qrrsodrrdrrdr ILpILIrV         (7.48) 

where so =  re    and 
rs

m

LL

L
2

1  

In the Equations (7.47) and (7.48), there is the term including drI  in the q-axis 

equation and there is the term including qrI in the d-axis equation. So these two equations 

are coupled and the traditional linear controllers cannot be used. However, through the 

exact linearization method, these equations can be linearized by putting the terms other 

than the currents control to one side. 
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Let‟s assume: 

qrrqrrqr pILIr           (7.50) 

drrdrrdr pILIr           (7.51) 

The idea behind is to use the linear controllers that include integrations to calculate the 

derivative terms. And the nonlinear equations become linear when all the nonlinear terms  

are moved to the other side of the equations. Then the q and d-axis voltages are 

calculated as shown in Figure 7.3. 
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Using the inner current control loop has a significant advantage for the protection 

of the DFIG. It can naturally protect the system from over-current since current limiters 

can be easily inserted in the control system shown in Figure 7.3. 

Since the general PI controllers are widely used and proved to be effective, they 

are also applied in the following analysis [63]. For qrI  current control loop from (7.48): 
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Then the transfer functions between the reference and actual currents are changed 

to the following: 
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Similar process can be repeated for drI current control loop from (7.49). 

The PI parameters are determined by comparing the coefficients in the 

denominator of (7.57) with the Butterworth second order polynomial. 

rrdpqp rLkk  02        (7.58) 
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2

0 rdiqi Lkk          (7.59) 

Here 0  is the bandwidth of the current controller. The values of kp and kI for 

RSC is shown in Table 7.1. The overall vector control scheme of the RSC is shown in 

Figure 7.3. 

7.4.2 Load Side Converter (LSC) Controller 

In the DFIG system shown in Figure 7.1, the real power Pc and reactive power Qc 

are controlled by the LSC. In this autonomous operation mode, the real power control is 

used to regulate the network frequency and the reactive power control is employed to 

regulate the load bus voltage magnitude Vtm. The integrated battery energy storage 

system provides the system stability by adjusting frequency and voltage close to their 

nominal value when frequency and voltage deviates because of load demand and wind 

speed variation. In over generation situation, the controller will sink extra energy into the 

storage system up to the maximum charging limit. In an under generation situation, when 

load demand is higher than production, the storage system provides the additional energy. 

Figure 7.4 shows the general vector control scheme of the LSC where control of 

dc-link voltage as well as system frequency and load bus voltage magnitude are achieved 

by controlling current in synchronous reference frame. 

Applying KVL from LSC to the load bus - 

qtdffeqffqffqL VILpILIrV         (7.60) 

dtqffedffdffdL VILpILIrV         (7.61) 
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where qtV  and dtV  are the qd-voltages at load bus, respectively, qLV  and dLV  are the 

output voltages of LSC given by (7.62) and (7.63) and qfI and dfI  are the qd-currents 

supplied by LSC to the load bus, respectively. qLM and dLM  are modulation indexes of 

LSC and dcV  is the DC-link voltage of the DFIG system. Substuting Equation (7.60) in 

(7.62) and (7.61) in (7.63) gives: 
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Now DC-link voltage dynamics is given by: 

 
dcbqfqLdfdLrdcdc IIMIMIpVC 

4

3
    (7.68) 

where Cdc is the dc-link capacitance,  
qrqrdrdrr IMIMI 

4

3
 is the dc current from RSC 

towards LSC and bI  is the battery supplied current.  

As shown in Figure 7.1, the battery storage system is connected in parallel with 

the DC-link. The battery charges and discharges according to the wind speed and 

connected load variation. When the battery charging/discharging happens, the DC-link 
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voltage tries to fluctuate. Since DC-link voltage is connected to back-to-back power 

converter of the DFIG system, it should be maintained constant within a narrow range of 

the maximum permissible dc-voltage (Vdc-max) and the minimum permissible dc-voltage 

(Vdc-min). Hence for the DC voltage control, the reference voltage (Vdc-ref) can be given as: 
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Equation (7.68) can be re-written as: 
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and Equation (7.70) can be re-written as: 
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The voltage magnitude ( tmV ) at load bus is given as: 

222

dtqttm VVV           (7.72) 

Differentiating (7.72) with respect to time, 

dtdtqtqttm pVVpVVpV 222         (7.73) 

Equation (7.74) gives the square of voltage magnitude dynamics at the load bus. Thus the 

voltage magnitude is: 2

tmtm VV  . 

Now applying KCL at the load bus, 
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Similarly, 
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where mC is the filter capacitor, qsqfqw III   and dsdfdw III  are the q and d axis 

currents supplied by DFIG wind turbine system and qLI , qLLI , qnLI , dLI , dLLI , dnLI are q 

and d axis currents drawn by RL load, linear load and non-linear load, respectively. 

Inner current control loop: 

From Equation.(7.66): 
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Comparing denominator of (7.80) with the Butterworth second order polynomial:  

2
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2 2   pp c , gives: 
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2
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where c0 is the bandwidth of the current controller. 

DC-voltage control loop: 

From Equation (7.70): 
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Comparing denominator of (7.85) with Butterworth second order polynomial gives:  

dcdcpdc Ck 02         (7.86) 

2

0dcdcidc Ck           (7.87) 

where dc0  is the bandwidth frequency of the DC-voltage controller.  

Voltage magnitude control loop: 

Substituting Equations (7.85) and (7.87) into (7.73) and further simplification yields: 
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From Equation (7.79): 
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Figure 7.4 Block diagram of LSC controller 

Comparing denominator of (7.92) with the Butterworth second order polynomial gives:  

m
m

Pm

C
k 0

2
2          (7.93) 

2

0Im
2

m
mC

k          (7.94) 

where m0 is the bandwidth frequency of the voltage controller.  

7.4.3 Phase Locked Loop (PLL) Design 

A PLL is designed to define the reference frequency for qd transformation and 

included in the overall model of the system to make the design system more realistic. 

Figure 7.5 shows the 3-phase PLL which takes the input as the measured load bus voltage 

tV  and transforms it to qd-reference frame. PLL aligns the load voltage to q-axis by  
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Figure 7.5 Block diagram of PLL control 

 

comparing d-axis load voltage with zero reference voltage. The voltage error signal is 

passed through the PI controller to obtain the angular frequency of the load bus voltage. 

Hence in the PLL system: 

)sin(0)sin( litlitdt VVV        (7.95) 

li             (7.96) 

Now the error signal is given as: )sin(0 litdt VVe    

If )( li    is very small, then we can write: )()sin( lili    

From the block diagram shown in Figure 7.5, )( litV   is the input to the controller and 

l  is the output from the controller hence: 
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           (7.99) 

Now comparing the denominator of (7.99) with the Butterworth second order 

polynomial, i.e. 
2

00

2 2   pp , we can obtain the parameters of the controller as: 
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where 0  is the bandwidth frequency of the PLL controller. Table 7.2 gives the PI 

controllers values used for the simulation study following above procedure. The 

switching frequency is taken as 1 kHz and the bandwidth of inner current controller is 

taken ten times that of outer loop controller i.e  
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Table 7.2 PI controller parameters and machine parameters 

rs 2.3 m  Cdc 6 mF 
dpqp kk /  76.1  

diqi kk /  6.783  

rr 2 m  Lf 2 mH 
Pwrk  26.8  

Iwrk  65.3  

Ls 2.93 mH rf 2 m  
pdck  53.0  

idck  66.23  

Lr 2.97 mH J 18.7 kg.m
2
 

Pmk  088.0  
Imk  94.3  

Lm 2.88 mH P 4 
1Pk  77.1  

1Ik  76.788  

  0.669 Cf 2 mF     

Vt 563.38 V    
pllPk _  2.10 

pllIk _  4.1244  

 

From (7.81): 77.12  ffocPqL rLk   and from (7.82):  76.7882  focIqL Lk   

The switching frequency is taken as 2 kHz and the bandwidth of the PLL controller is 

taken as: sradfswsw /560,12**2    and sradsw /3.837
15

0 
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7.4.4 Stator Flux Estimation 

As shown in Figure 7.3, the stator side flux should be estimated as accurately as 

possible for the RSC control implementation. Therefore this section explains the stator 

flux estimation using Low Pass Filter (LPF).  

The stator flux in stationary reference frame is given as: 

s

qds
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       (7.103)
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Figure 7.6 Vector diagram of the LPF and the pure integrator [64] 

 

Flux can be estimated using (7.103) but the pure integration ( p1 ) involves the 

DC offsets and drifts [64]. To solve these problems, the pure integrator is replaced by a 

LPF. The estimated stator flux by the LPF can be given as: 

apVe
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where sl

^

  is the estimated stator flux by LPF, a = pole and qdssqdse IrVV  .
 

The phase lag and the gain of (7.104) can be given as: 
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where e

^

 is the estimated synchronous angular frequency given as [64]: 
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The LPF eliminates the saturation and reduces the effect of DC offsets but at the 

same time it brings the magnitude and phase angle error due to the cut off frequency of 

the LPF. Figure 7.6 shows the phase lag of sl

^

  estimated by the LPF, and the phase lag 

of qds

^

  estimated by the pure integrator. The phase lag of qds

^

  is 90
◦
 and the gain is 

e

^

/1  . However, the phase lag of the LPF is not 90
◦
 and the gain is not e

^

/1  . Hence, an 

error will be produced by this effect of the LPF. When the machine frequency is lower 

than the cutoff frequency of the LPF, the error is more severe. In order to remove this 

error, the LPF in (7.104) should have a very low cutting frequency. However, there still 

remains the drift problem due to the very large time constant of the LPF. For the exact 

estimation of the stator flux, the phase lag and the gain of sl

^

 in (7.104) have to be 90
◦
 

and e

^

/1  , respectively. Furthurmore, to solve the drift problem, the pole should be 

located far from the origin. 

Hence, the decrement in the gain of the LPF is compensated by multiplying a gain 

compensator, G in (7.108) and the phase lag is compensated by multiplying a phase 

compensator, P in (7.109) given as:  

e
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The cutoff frequency in LPF cannot be located at fixed point far from the origin. If the 

pole is varied proportionally to the machine speed, the proportion of the machine 

frequency to the cutoff frequency of the LPF is constant. If the proportion is large, the 

estimation error will be very small. Consequently, the pole is determined to be varied 

proportionally to the motor speed as (7.112). Therefore, the pole is located close to the 

origin in very low speed range and far from the origin in high speed range. 
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where K = constant. 

The complete equation for stator flux estimator can be derived as: 
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Simplifying (7.113) and separating into real and imiginary parts gives: 
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Figure 7.7 Overall block diagram of the stator flux estimation using LPF [64] 

 

Figure 7.7 shows the overall block diagram of the whole system to estimate stator 

side flux using LPF and synchronous speed of the machine. 

7.4.5 Droop Control 

The droop control method is used to regulate the load frequency and voltage 

magnitude in the autonomous operation mode of DFIG wind turbine system with 

integrated energy storage. Droop control is given by [72]: 

PPoe  
*

        (7.116) 

QVV QVm  0

*
        (7.117) 

where o  and 0V  are the nominal frequency and voltage of the system, respectively. 

P , QV  , P  and Q  are active power droop coefficient, reactive power droop 

coefficient, output active power and output reactive power of LSC, respectively. The 
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active power droop coefficient depends on maximum change of tolerable frequency 

(taken 1% in this study) with maximum change in active power from LSC given as: 

maxP
P







          (7.118) 

Similarly, reactive power droop coefficient depends on maximum change of 

tolerable voltage (taken 2% in this study) with maximum change in reactive power from 

LSC given as: 

maxQ

V
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


          (7.119) 

As shown in Figure 7.8, the instantaneous output active and reactive power from 

LSC are calculated using measured DFIG system supplied current ( qdwI ) and the load bus 

voltage ( qdtV ) in qd reference frame as follows: 
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To obtain average value and remove fluctuations in output active and reactive 

powers, both instantaneous powers are passed through a low pass filter with a cut out 

frequency of c  which is taken to be 10% of the nominal frequency [72]. 
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Figure 7.8 Block diagram showing droop control 
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        (7.121) 

The outputs from the droop control are voltage magnitude and angular frequency 

which defines the reference for LSC. 

7.4.6 Pitch Angle Control Scheme 

The wind turbine blade pitch angle is controlled to regulate the output power from 

the wind turbine to match the load power demand and the power required to charge the 

embedded battery storage system. If the wind speed is high while the network load is 

small, pitch angle control is applied to reduce the output power from the DFIG so as to 

prevent the battery from being over-charged. 

7.5 Battery Storage System and Converter Sizing 

In case of the conventional DFIG, the RSC and LSC has to handle only fraction (25 - 

30%) of total wind turbine power to control the whole generator. In autonomously 

operated DFIG wind turbine unit also, RSC is subjected to handle the rotor supplied 

power only like in conventional DFI. Hence the same size of RSC is needed. However, in 

this operation mode, the LSC requires larger rating to handle the sum of battery storage 

power and rotor supplied power. 
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Figure 7.9 Schematic diagram of the autonomously operated DFIG wind turbine control structure 
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Moreover, the battery energy storage system must be sized properly to satisfy the 

technical requirements at the same time justifying the financial investment. Hence, the 

main factors to be considered in proper sizing include maximum and minimum load 

demand, wind speed profile on the plant site, and the economic analysis.  

7.6 Frequency to the ac/dc/ac controllers in the DFIG 

The droop control gives the reference frequency for the frequency control of 

DFIG wind turbine unit and the PLL measures the load bus frequency. Frequency control 

scheme shown in Figure 7.4 ensures that the PLL frequency tracks the reference 

frequency obtained from the droop control as shown in Figure 7.10. In this study, the 

frequency given by the droop controller (red thick line in Figure 7.10) is provided to the 

converters in the DFIG. 

2 4 6 8 10 12 14
0.982

0.984

0.986

0.988

0.99

0.992

0.994

0.996
Electrical Frequency

Time [s]

E
le

c
tr

ic
a
l 
F

re
q
u
e
n
c
y
 [

p
u
]

 

 

Reference Freq from Droop COntrol

Actual Freq measured by PLL

 

Figure 7.10 Waveforms of PLL and droop control output frequencies 
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7.7 Dynamic Simulation Results 

To assess the effectiveness of the proposed control strategy, simulation studies are 

performed on a model of the system shown in Figure 7.1 in MATLAB/Simulink software 

environment. In this study, to show the charging and discharging of the battery storage 

system, the input wind speed of the DFIG system is varied in such a way that at minimum 

wind speed, the DFIG cannot supply enough power to the connected load. Hence, the 

battery storage system will supply the deficient power (discharging of battery) and at 

maximum wind speed, the DFIG will produce more than demanded power so the extra 

power will be stored to battery storage system (charging of the battery).  

Case I: Low to medium wind speed operation 

In this study, it is assumed that the storage system has enough capacity to store 

extra energy and to supply deficient energy as the wind speed varies. It is also assumed 

that the battery is assumed to be fully charged initially. The wind speed is varied as 

shown in Figure 7.11(a) and a step increase in load by 0.1 MW is introduced at t = 3 s, 

but the wind speed being the same (9.5 m/s). As a result, the frequency drops slightly (see 

Figure 7.14 (c)) according to droop control scheme and battery storage supplies the added 

0.1 MW as shown in Figure 7.12 (b). At t = 4 s, when the wind speed suddenly drops 

from 9.5 m/s to 8.5 m/s, the DFIG wind turbine power output decreases so does the rotor 

speed but the connected load is same. In that case also the battery storage supplies the 

deficient active power as a result the frequency of the system remains constant with small 

transient oscillation. After t = 8 s, the wind speed starts increasing continuously so the 

battery supplied power decreases continuously till t = 10 s. At t = 11 s, active load 
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decreases by 0.1 MW hence the frequency of the system increases slightly. But the wind 

speed remains constant at 11 m/s. So after t = 9 s. (approximately), the amount of power 

generated by the DFIG wind turbine becomes more than the connected load. Hence, 

battery storage starts to store the extra power available. During the entire operation 

period, the load bus voltage magnitude is maintained constant with small oscillations 

during those disturbances in the system as shown in Figure 7.14(b). During charging and  
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Figure 7.11 Waveforms of (a) wind speed, (b) stator supplied power and (c) Rotor speed 
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Figure 7.12 Waveforms of (a) LSC power (b) Battery supplied power and (c) Reactive 

power supplied by GSC and stator side 

discharging of the battery, the DC-link voltage changes slightly but is regulated within 

1% of the rated DC voltage. The stator side supplied reactive power is regulated to 0.08 

Mvar, which is equal to the connected load. The GSC maintains the constant load voltage 

by suppluing (if positive) or absorbing (if negative) the reactive power from the system as 

shown in Figure 7.12(c). 
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Figure 7.13 RSC and GSC modulation indexes 

Case II: High wind speed operation: 

When the wind speed is high, the size of storage device required will be also high. 

Since the storage system is expensive technology, its size will be limited. Limited size of 

storage device will have limited charging and discharging rates i.e limited current rating 

of the battery. As explained above, the pitch control mechanism is use to protect the 

battery system from getting overcharge. Here the wind speed is varied from 8 m/s to 15 

m/s, and the rate of storing of energy (battery power) in the battery storage system is 

limited to 0.5 MW. When the wind speed is high, the amount of additional power to be 
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Mxf 

Mqr 

Mdr 
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Figure 7.14 Waveforms of the (a) DC-link voltage, (b) load bus voltage magnitude and 

(c) angular synchronous frequency of the system 

 

stored in the battery increases because of increase in mechanical input power to the DFIG 

wind turbine, the connected load being same throughout the study period. When the 

power to the battery reached the limiting value, the pitch control system in DFIG will be 

activated to reduce the amount of mechanical power extracted from wind turbine as 

shown in Figure 7.15. 
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Figure 7.15 Waveforms of (a) wind speed (b) pitch angle and (c) battery power 

7.8 Steady State Analysis 

The steady state operating points of the DFIG Wind Turbine Unit can be obtained 

by making all the time derivatives equal to zero in the dynamic equations. The steady 
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state equations of the DFIG system used in this analysis, presented in Chapter 4, are 

given below: 

drmedsseqssqs ILILIrV          (7.121) 

qrmeqssedssds ILILIrV          (7.122) 

    drrredsmreqrrqr ILILIrV        (7.123) 

    qrrreqsmredrrdr ILILIrV        (7.124) 

From the droop control settings: 

loadPoe P         (7.125) 

loadQVm QVV  0         (7.126) 

Here, the overall system is isolated. Unlike the DFIG connected to grid system, 

the voltage at the stator ( qsV , dsV ) as well as the overall system‟s frequency are unknown. 

The droop control is implemented to regulate the stator voltage (same as the load bus 

voltage) magnitude mV  and system frequency e . As shown in above six equations, for 

given rotor speed ( r ) or wind speed ( wV ), nominal frequency ( o ), nominal voltage 

magnitude ( 0V ) and instantaneously measured active and reactive loads (Pload, Qload), 

(7.121) - (7.126) is a system of six equations and ten unknowns ( qsV , dsV , e , mV , qrV , 

drV , qsI , dsI , qrI and drI ). As a result, four constraints have to be specified so that an 

operating point can be determined. Since the overall system is isolated, the stator voltage 

here is aligned along the q-axis so that: 

mqs VV          (7.127) 

0dsV          (7.128) 
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In the wind energy conversion applications, it is reasonable to impose a constraint 

on the electrical torque (or rotor speed) for maximum power captured. 

Mechanical Torque = Electro-magnetic Torque 

 qsdrdsqrmm IIIIL
P

T 
4

3
      (7.129) 

In the DFIG, the rotor side is connected to the load bus through back-to-back 

power converters and the battery storage system is connected in parallel with the DC-link 

of converter whose steady state equations are given by: 

DC-link capacitor does not exchange any DC-current during steady state, i.e.: 

    0
4

3

4

3
 bdfdLqfqLdrdrqrqr IIMIMIMIM      (7.130) 

where qrM  and 
drM  are RSC modulation indexes, qrI and 

drI are current flowing into
 

RSC, where qLM  and dLM  are LSC modulation indexes, qfI  and dfI are currents flowing 

out from LSC to load bus and Ib is the battery supplied current. Here, it should be noted 

that during steady state, DC-link voltage Vdc is constant so 
dc

qr

qr
V

V
M

2
  and 

dc

dr
dr

V

V
M

2
 . 

Using Kirchhoff‟s voltage law (KVL) from LSC to load bus as shown in Figure 7.1,  

qsdffeqff
dc

qL VILIr
V

M  
2

       (7.131)
 

dsqffedff
dc

dL VILIr
V

M  
2

      (7.132) 

Now the constant load drawn current is given by (7.18) as: 

23

2

m

dsqs

qLL
V

QVPV
I


         (7.133) 
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23

2

m

qsds

dLL
V

QVPV
I


         (7.134) 

Similarly, the non-linear load drawn current is given by (7.19) as: 

23

2

m

dsnonqsnon

qnL
V

VQVP
I


        (7.135) 

23

2

m

qsnondsnon

dnL
V

VQVP
I


        (7.136) 

Non-linear load representation using (7.17) is given as: 

3

0

3

0












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








V

V
PP m

onon
        (7.137) 
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V
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QQ m

onon        (7.138) 

In the linear RL loads, from (7.15), 

dLLeqLLqs ILIrV          (7.139) 

qLLedLLds ILIrV          (7.140) 

Now, using KCL during steady state at the load bus: 

dsemqLqnLqLLqsqf VCIIIII        (7.141) 

qsemdLdnLdLLdsdf VCIIIII        (7.142) 

In DFIG wind turbine unit, during steady state the power output from the DFIG 

wind turbine as well as battery supplied current are assumed constant, i.e. r , mT  and bI  

are known. Then the DFIG wind turbine unit has 22 steady state Equations (7.121)-

(7.142) and 22 unknowns which are: qsV , dsV , e , mV , qsI , dsI , qrI , drI , qfI , dfI , qfM , 
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dfM , qrM , drM , qLI , dLI , qnLI , dnLI , qLLI , dLLI , nonP
 
and nonQ . Hence unique solution of 

the DFIG wind turbine unit can be obtained. 

7.8.1 Steady State Characteristics 

Figure 7.16 to Figure 7.19 shows the steady-state characteristics obtained by 

solving Equations (7.121)-(7.142) under the assumptions that the power output from the 

DFIG wind turbine as well as battery supplied current are constant and the active constant 

load as well as reactive constant load are varied then the system electrical frequency as 

well as the load bus voltage magnitude changes as shown in Figure 7.16 and 7.17. Figure 

7.18 and 7.19 show the changes in active and reactive non-linear loads with variation in 

system voltage magnitude and frequency. Hence, whenever there is an increase in load, 

the frequency and voltage decreases according to droop control Equations (7.118-7.119) 

as a result nonlinear load decreases and vice-versa. 
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Figure 7.16 Variation of system angular frequency with change in active load 
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Figure 7.17 Variation of load bus voltage magnitude with change in reactive load 
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Figure 7.18 Variation of system non-linear loads with change in frequency 
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Figure 7.19 Variation of system non-linear loads with change in voltage magnitude 

Hence, in this chapter, the autonomous operation mode of the DFIG is presented. 

The modeling of different components and controller design is shown. The effectiveness 

of the proposed control system is evaluated for under and over generation conditions with 

the connected load consisting of RL, linear, and non-linear loads. Excellent performance 

of the overall system is verified by analyzing the operation during both transient and 

steady state conditions. Chapter 8 presents the summary of the work done in this thesis 

and discusses the contributions made as well as possible extensions that can be done 

based on the results obtained in this work. 
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CHAPTER 8 

CONCLUSIONS AND FUTURE WORK 

8.1 Summary 

A detailed simulation model of a DFIG-based wind turbine system with variable-

speed variable-pitch control scheme is developed for the 1.5 MW wind turbine connected 

to the power grid. All of the primary components are modeled including the aerodynamic 

system of wind turbine, DFIG, rotor mechanical system, the overall control system, and 

the power grid. The stator side flux estimator is designed using LPF and a PLL system is 

embeded with the DFIG model which gives the reference angle to align the stator side 

voltage along the q-axis. The dynamic performance of the developed model is then 

assessed using the variable wind speed inputted into the model. This study provides a 

complete explanation of the overall DFIG-based wind turbine system dynamics, 

particularly in regards to the performance of the control system for the optimum wind 

power extraction and output power regulation operation. 

The steady state model of the DFIG-based wind turbine system with variable-

speed variable-pitch control scheme is presented and is used to analyze its aerodynamic, 

mechanical, and electrical operating characteristics. The active power flow direction in 

the stator and rotor sides of the machine during various rotor speeds is explained 

thoroughly based on the steady state power flow curves obtained. It is observed from the 

steady state power curve that a smaller power rated DFIG can be coupled with higher 

power rated wind turbine without overloading the DFIG. In the DFIG, it is seen that the 
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rotor voltage magnitude increases when the slip of the machine (both negative and 

positive) increases and is mimimum when machine runs at synchronous speed. So, rotor 

voltage rating limits the speed range of the DFIG. From the converter rating viewpoint, 

higher rated rotor speed of the machine is better as the current through converter is lower 

in the rated regime because the electromagnetic torque that machine has to develop at 

higher speed is lower for the same (rated) power output. On the other hand, higher rated 

rotor speed requires higher gear ratio, i.e. bigger size gearbox should be used. Hence, a 

suitable compromise must be reached between the gearbox size and the sizing of the 

power converters to minimize the cost of overall wind turbine system. 

The steady state reactive power capability of the DFIG wind turbine is studied by 

plotting the PQ diagram and the following observations have been made: 

 The reactive power capability of the machine is limited by rotor current rating, rotor 

voltage rating, and stator current rating. 

 At low rotor speed, the rotor voltage limits the reactive power generation capability 

whereas at higher rotor speed, the rotor current limits the reactive power generating 

capability and the stator current limits the reactive power absorption capability. 

 When the machine operates at higher power (more than 82 % of rated power), the 

reactive power that the DFIG can supply is not enough to meet the required power 

factor demanded by the grid code. 

 The reactive power capability of the DFIG gets improved when the turbine operates in 

pitch control mode.  

Hence, the deficiency in reactive power supplied by the DFIG compared to what 

is needed to meet the grid code requirements is fulfilled by installing the STATCOM at 
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the PCC. The maximum rating of the STATCOM needed to achieve the steady state 

reactive power requirement can be calculated from the PQ diagram of the overall DFIG 

and STATCOM system. 

A simulation model of the STATCOM is developed to study its dynamic 

characteristics. The developed STATCOM is connected at the PCC of the DFIG wind 

turbine system connected to the weak distribution grid for steady state and dynamic 

voltage regulation purpose. Simulation results have shown that STATCOM helps to keep 

the steady state terminal voltage of the DFIG system to its rated voltage during the entire 

operation region of the DFIG. STATCOM maintains the fast voltage regulation (or 

voltage restoration) at the PCC during step change in reactive load causing voltage 

swelling or sagging. STATCOM does this by dynamically exchanging the reactive power 

with the power grid. 

In series compensated transmission line, series capacitor effectively redues the net 

line reactance. So, such line absorbs less reactive power which helps to regulate the 

steady state voltage at the DFIG terminal and enhances the power carrying capability of 

the transmission line. Moreover, a GSC in the DFIG connected to power grid through 

series compensated line has to supply less amount of reactive power to maintain constant 

terminal voltage. 

Finally, in this thesis, the capability of autonomous operation of a DFIG-based 

wind turbine system with battery energy storage system connected in parallel with the 

DC-link capacitor of ac/dc/ac converter has been investigated. The control system for this 

proposed arrangement of the DFIG is able to regulate the standalone system‟s frequency 

and voltage magnitude within the specified limits. Implemented control system also 
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shows the ability to operate standalone system in under as well as over-generated 

condition. In an over generation situation, extra power will be stored in the battery 

whereas in an under generation situation, battery will supply the deficient power. The 

modeled wind turbine extracts maximum power from the wind and pitch control is 

implemented to protect the battery from getting overcharged. The system has been tested 

for low as well as high wind speed inputs and results obtained demonstrate the excellent 

dynamic and steady state performance. 

8.2 Contributions 

The main contributions of this thesis are explained below: 

 Simulation model of a DFIG-based wind turbine system with variable-speed variable-

pitch control scheme for wind turbine control and generator control to decouple active 

and reactive power output is systematically developed for grid connected as well as 

standalone operation mode. Detailed models of all components of the DFIG-based 

WECS have been derived and their operation is explained clearly. In the standalone 

operation, the performance of the proposed control system is assessed for the 

connected load consisting of RL, linear and non-linear loads. 

 The steady state analysis of the overall DFIG wind turbine system connected to grid is 

done after explaining clearly the steady state equations used. The steady state 

operation modes of the DFIG wind turbine sytem based on the rotor speed are 

explained clearly. It is shown that, DFIG can generate more than 100 % of power 

output in super-synchronous operation region if higher size wind turbine is used.  
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 The steady state reactive power capability of the DFIG is derived in the form of P-Q 

diagram without making any assumptions to simplify the calculation. The P-Q 

diagram of DFIG is obtained for both MPPT and pitch control operation modes. It is 

observed that the reactive power capability gets improved in the pitch control 

operation mode. The PQ diagram of the overall DFIG with STATCOM connected at 

the PCC is derived from which maximum size of STATCOM needed to satisfy steady 

state reactive power requirement can be calculated. 

 The power rating of the GSC in the DFIG required for supplying reactive power to 

fulfill the grid code requirement is found out to be more than three times the GSC 

required to operate in unity power factor operation mode. The GSC size required is 

even more if the grid is operating in under-voltage condition. So, installation of the 

STATCOM having excellent dynamic reactive power capability at the PCC, where 

reactive power is needed, is proposed to secure stable operation of the overall wind 

turbine and power grid hence fulfilling the grid code requirement. The support 

provided by the STATCOM connected at the PCC of the DFIG wind turbine during 

disturbances in the grid side is studied and found that the STATCOM helps to improve 

dynamic performance of the DFIG-based wind turbine system significantly.  

 Effectiveness of series compensated line for better steady state voltage regulation and 

enhancing the power carrying capability of the line is demonstrated through the 

dynamic and steady state simulation results. 
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8.3 Future Work 

This thesis has unlocked many gates for the future researchers to work further on 

the variable-speed variable-pitch DFIG-based wind turbine system and its voltage 

regulation. The following points are identified as potential future work based on the 

results of the present thesis: 

 Analysis of the dynamic behavior of a wind farm consisting of multi-DFIG wind 

turbines. The interest would be to study the overall dynamics of the wind farm at the 

PCC, the effect of unequal wind speed distribution on the mechanical and electrical 

power variation within the wind farm. 

 Interaction of the DFIG wind turbine system with more realistic power grid models, 

where other type of generators like synchronous generators are also present. Similar 

study can be done in those power grids to evaluate the support provided by the use of a 

STATCOM. 

 The steady state characteristics of the DFIG wind turbine system shows the better 

performance of the system at higher rated rotor speed. For example machine needs to 

develop less electromagnetic torque at higher rotor speed operating at rated power as a 

result the stator as well as rotor side current decreases which results in smaller current 

rating required for ac/dc/ac converter and improved efficiency of the WECS. Reactive 

power capability of the DFIG also gets better at higher rotor speed generating rated 

active power. At the same time, higher rotor speed requires higher gear ratio and the 

higher voltage magnitude is developed at the rotor side. Considering these facts, 

furthur study can be done for the higher speed operation of the DFIG wind turbine. 
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 Three phase symmetrical voltage swelling and sagging have been studied in this thesis 

that can be extended to observe the response of the system to other types of grid side 

disturbances. 

 In this thesis, simulation results show that the dynamic performance of the DFIG-

based wind turbine is improved with the use of a STATCOM. Future work can be 

done to analyze the harmonics in the system due to the introduction of STATCOM and 

evaluate techniques to mitigate the system harmonics. 

 In the autonomous operation of the DFIG Wind Energy Conversion Unit, simulation 

study is done for the balanced three phase loads. Future work can be done to study the 

performance of the proposed control system in case of 1) unbalanced three phase 

loads, 2) disturbances in the load side like faults, abrupt voltage change and explore 

the ways to stabilize the overall system during those situations.  
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Test System Data 

Wind Turbine  STATCOM   

Blade radius  30.66 m dc-link voltage  1600 V  

Number of blades 3 dc-link capacitor 60 mF  

Cut-in/cut-out wind speed 4/25 m/s Link resistance 
sr  0.03    

Gear ratio 71.28 Link inductance 
sL  1 mH  

Generator and Grid 

Network 

 Switching frequency
swf  1 kHz 

Rated capacity 1.5 MW Electric Load   

Optimal rotor speed 2158 rpm Load resistance Lr  0.78    

Stator resistance 2.3 m  Load inductance 
LL  2 mH  

Rotor referred resistance 2 m  Capacitor 
mC  0.5 mF  

Stator inductance 2.93 mH P/Pnon 0.5/0.5 

MW 

 

Rotor referred inductance  2.97 mH Q/Qnon 0.2/0.2 

Mvar 

 

Mutual inductance 2.88 mH Wind Field   

Shaft inertia  18.7 kg.m
2
 Rated wind speed 12 m/s  

No of poles 4 Air density 1.225 

kg/m
3
 

 

Base Frequency 60 Hz Distribution Grid   

Rated Voltage ( line to line) 690 V Voltage 690 V  

dc-link Voltage  1400 V  Line resistance Lr  0.2    

dc-link capacitor 60 mF Line inductance 
LL  10 mH  

 Pitch Controller   

Max/min pitch angle 
minmax/  30/0 deg Max/min pitch rate 

minmax/



  

10/-10 

deg/s 
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